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GAME THEORY

9.1. INTRODUCTION

Life is full of struggle and competitions. A great variety of competitive situations is commonly seen in
everyday life. For example, candidates fighting an election have their conflicting interests, because each
candidate is interested to secure more votes than those secured by all others. Besides such pleasurable
activities in competitive situations, we come across much more earnest competitive situations, of military
battles, advertising and marketing compaigns by competing business firms, etc.

What should be the bid to win a big Government contract in the pace of competition from several
contractors 7 Game must be thought of, in a broad sense, not as a kind of sport but as competitive situation, a
kind of conflict in which somebody must win and somebody must lose.

Game theory is a type of decision theory in which one’s choice of action is determined after taking into

account all possible alternatives available to an opponent playing the same game, rather than just by the
possibilities of several outcomes.
- The mathematical analysis of competitive problems is fundamentally based upon the ‘minimax
(maximin) criterion’ of J. Von Neumann (called the father of game theory). This criterion implies the
assumption of rationality from which it is argued that each player will act so as to maximize his minimum
gain or minimize his maximum loss. The difficulty lies in the deduction from the assumption of ‘rationality’
that the other player will maximize his minimum gain. There is no agreement even among game theorists that
rational players should so act. In fact, rational players do not act apparently in this way, or in any consistent
way. Therefore, game theory is generally interpreted as an “as if” theory, that is, as if rational decision maker
(player) behaved in some well defined (but arbitrarily selected) way, such as maximizing the minimum gain.

The game theory has only been capable of analysing very simple competitive situations. Thus, there has
been a great gap between what the theory can handle and most actual competitive situations in industry and
clsewhere. So the primary contribution of game theory has been its concepts rather than its formal application
to solving real problems. '

Game is defined as an activity between two or more persons involving activities by each person according
10 a set of rules, at the end of which each person receives some benefit or satisfaction or suffers loss (negative
benefit).

The set of rules defines the game. Going through the set of rules once by the participants defines a play.

9.2. CHARACTERISTICS OF GAME THEORY

There can be various types of games, They can be classified on the basis of the following characteristics.

(i) Chanceofstrategy: If in a game, activities are determined by skill, it is said to be agame of strategy;
if they are determined by chance, it is a game of chance. In general, a game may involve game of
strategy as well as a game of chance. In this chapter, simplest models of games of strategy will be
considered. .

(ii) Number of persons : A game is called an n-person game if the number of persons playing is n. The
person means an individual or a group aiming ata particular objective. -

(iii) Number of activities 3 These may be finite or infinite.
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(iv) Number of alternatives (choices) available to each person in a particular activity may also be finite
or infinite. A finite game has a finite number of activities, each involving a finite number of
alternatives, otherwise the game is said to be infinite.

(v) Information to the players about the past activities of other players is completely available, partly -

_available, or not available at all.

(vi) Payoff : A quantitative measure of satisfaction a person gets at the end of each play is called a payoff.

It is a real-valued function of variables in the game. Let v; be the payoff to the player P;, 1 Si<n,in

an n-person game. If. I, v;=0, then the game is said to be a zero-sum game.
In this chapter, we shall discuss rectangular games (also called two-person zero-sumj) only.

Q. 1. Wiite a short note on characteristics of gama theory. [Rewa M.Sc. (Math) 93]
2. Whatis gama thecry 7 List out the assumptions made in the theory of games. [UNTU 2003, 02)

9.3. BASIC DEFINITIONS

1. Competitive Game. A competitive situation is called a competitive game if it has the following four
properties : - [JNTU (B. Tech.) 2004, 03; Mesrut 2002]
(i) There are finite number () of competitors (called players) such thatn 2. Incase n=2, itis called a
two-person game and incase n > 2, itis referred to as an n-person game. '

(ii) Each player has a list of finite number of possible activities (the list may not be same for each player).

(ii) A play is said to occur when each player chooses one of his activities, The choices are assumed to be

made simultaneously, i.e. a0 player knows the choice of the other until he has decided on his own.

(iv) Every combination of activities determines an outcome (which may be points, money or any thing

elsc whatsoever) which results in a gain of payments (+ ve, — ve or zero) to each player, provided each
player is playing uncompromisingly to get as much as possible. Negative gain implies the loss of
same amount, ,

2, Zero-sum and Non-zero-sum Games. Competitive games are classified according to the number of
players involved, i.e. as a two person game, three person game, etc, Another important distinction is between
zero-sum games and nonzero-sum games. If the players make payments only to each other, i.e. the loss of one
is the gain of others, and nothing comes from outside, the competitive game is said to be zero-sum.

Mathematically, suppose an n-person game is played by n players P\, P,, ..., P, whose respective

pay-offs at the end of a play of the game are v, , v, , ... vn then, the game will be called zero-sum if f‘.l v;=0at
: i=

each play of the game. \ [NTU (Mech. & Prod.) 2004]

A game which is not zero-sum is called a nonzero-sum game. Most of the competitive games are zero-sum
games. An example of a nonzero-sum game is the ‘poker’ game in which a certain part of the pot is removed
from the ‘house’ before the final payoff.

- 3. Strategy. A sirategy of a player has been loosely defined as a rule for decision-making in advance of
all the plays by which he decides the activities he should adopt. In other words, a strategy for a given player is
a set of rules (programmes) that specifies which of the available course of action he should make at each play.
This strategy may be of two kinds : [YNTU (B. Tech.) 2004, 03; Meerut 2002; IGNOU 2001, 2000, 98, 97]

(i) Pure Strategy. : If a player knows exactly what the other player is going 10 do, a deterministic
situation is cbtained and objective function is to maximize the gain. Therefore, the pure strategy is a
decision rule always to select a particular course of action. [Meerut 2002]
A pure strategy is usually represented by a number with which the course of action is-associated.

(ii) Mixed Strategy. [Agra 92; Kerala (Star.)83]: If a player is.guessing as to which activity is to be selected by
the other on any particular occasion, a probabilistic situation is obtained and objective function is to
maximize the expected gain. [Meerut 2003, 02]
Thus, the mixed strategy is a selection among pure strategies with fixed probabilities.
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Mathematically, a mixed strategy for a player with m (2 2) possible courses of action, is denoted by the set
S of m non-negative real numbers whose sum is unity, representing probabilities with which each course of
action is chosen. If x; (i = 1, 2, 3, ..., m) is the probability of choosing the course i, then

S=(x, X%, X, .00y Xpy) «(91)
subject to the conditions : Xy +x3+x3+ o H Xy =1 . «{9-2)
and %20,%20,x20,..,x,20. w(9-3)

Note, |t should be noted that if some x;=1,(i=1,2, ..., m)and all others are zero, the player is said to use a pure stratagy.
Thus, the pure strategy is a particular case of mixed sirategy.

4. Two-Person, Zero-Sum (Rectangular) Games. A game with only two players (say, Player A and
Player B) is called a ‘two-person, zero-sum game *if the losses of one player are equivalent to the gains of the
other, so that the sum of their net gains is zero. [JNTV {B. Tech.) 2003]

Two-person, zero-sum games, are also called rectangular games as these are usually represented by a
payoff matrix in rectangular form. [Mesrut (OR) 2003}

5. Payoff Matrix. Suppose the player A has m activities and the player B has » activities. Then a payoff
matrix can be formed by adopting the following rules : [Meerut (OR) 2003; JNTV (B. Tech) 97]

(i) Row designations for each matrix are activities available to player A.

(ii) Column designations for each matrix are activities available to player B.

(iii) Cell entry ‘v’ is the payment to player A in A's payoff matrix when A chooses the activity i and B

chooses the activity j.

(iv) With a ‘zero-sum, two person game’, the cell entry in the player B’s payoff matrix will be negative of

the corresponding cell entry ‘v; " in the player A’s payoff matrix so that sum of payoff matrices for

player A and player B is ultimately zero.

Table 9-1. The player A's payoff matrix Table 92. The player 5's payoff matrix
Player B ' Player B
1 2 . i n ‘ 1 2 i n
| i1 w12 vy Vin 1 -V —Viz =¥y = Vin
2 vay Va2 Vo; Vg 2| —vy -vn2 - Vﬁ B ™
PlayerA : : : : Player A
i ¥n V2 Vij Vin i ~¥i1 -Va e ~= Vi = Vin
m Vel V2 ™ Vnj Vmn .m vy = Vm2 " -V = Vi
Note. Further, thare is no nesd to write the B's payoff matrix as it is just tha —ve of A's payoff Table 19;3_
malrix in a zero-sum two-person game. Thus, if 'vy ' Is the gain to A, then ‘- v; ' willbe B
thegaintoB. o
In order to make the above concepts aclear, consider the coin matching game ‘ H T
involving two players only. Each player selects either a head Hor a tail T . If the H| + -1
outcomes match (H, Hor T, T),AwinsRe lfromB, otherwise B wins Re 1 from 4 1 4 +1

A . This game is a two-person zero-sum game, since the winning of one player is
taken as losses for the other. Each has his choices between two pure strategies (H
ot T). This yields the following (2 x 2) payoff matrix to player A.
It will be shown later that the optimal solution to such games requires each player to play one pure strategy

or a mixture of pure strategies.

Q. 1. State the four propertias which & compstitive situation should have, ifitis to be called a competitive game.
2, Whatis the problem studied in gams theory ? [IGNOU (B.Com) 91]
3. Define:
(i) Competitive game
(i) Purestrategios
(i) Mixed strategies
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(iv) Two-person, Zero-sum (or Rectangular gamas) [Agra 84]

(v) Payoff matrix [IGNOU 2001, 2000, 98, 97; JNTU (B. Tech) 97]
4. (i} Explain zero-sum two-person game giving suitable exarnpls. '

{fi) Whatis a zero-sum two-person game ? IGNOU 2001, 2000, 98, 97; Agra 92]

(ili} Explain the difference between pure strategy and mixed strategy,

9.4. MINIMAX (MAXIMIN) CRITERION AND OPTIMAL STRATEGY

The ‘minimax criterion of optimality’ states that if a player lists the worst possible outcomes of all his
potential strategies, he will choose that strategy to be most suitable for him which corresponds to the best of
these worst outcomes. Such a strategy is called an optimal strategy.

Example 1. Consider (two-person, zero-sum) game matrix which represents payoff to the player A, Find
the optimal strategy, if any. [See Table 9-4)

Table 94
s B
addle Point
L I i1 m Row minimum

I \& -2 € :
A II 2 _ \@ 2 Maximin Value (v)

m -2 @

Column maximum @ E’

Minimax Value (¥)

Solution. The player A wishes to obtain the largest possible ‘v;; * by choosing one of his activities (1, II,

IIT}, while the player B is determined to make A’s gain the minimum possible by choice of activities from his
list (I, II, IIT}. The player A is called the maximizing player and B the minimizing player.

If the player A chooses the Ist activity, then it could happen that the player B also chooses his Ist activity. In
this case the player B can guarantee a gain of at least— 3 to playerA,ie.
' min {-3,-2,6} =

Similarly, for other choices of the player A , i.e. I and ITI 3ctivities, B can force the player A to get only 0
and - 4, respectively, by his proper choices from.(J, IL, ITI), ;..

min (2,0, 2} = and min {5,-2, -4} =

The minimum value in each row guaranteed By the player A is indicated by ‘Tow minimum’ in (Table 9-4).
The best choice for the player A is to maximize his least gains -3, 0, — 4 and opt II strategy which assures at
most the gain 0, i.e. '

max { , 0, ) = @
In general, the player A should try to maximize his least gains or to find out “max min v;"
i

Player B, on the other hand, can argue similarly to keep A’s gain the minimum, He realizes that if he plays
his Ist pure strategy, he can loose no more than 5 = max {~ 3, 2, 5} regardless of A ’s selections. Similar
arguments can be applied for remaining strategies If and II1. Corresponding results are indicated in Table 9-4
by ‘column maximum’. The player B will then select the strategy that minimizes his maximum losses. This is
given by the strategy II and his corresponding loss is given by

| min{ [5],(0]. [61} =[0]

The player A’s selection is called the maximin strategy and his corresponding gain is called the maximin
value ot lower value ( v ) of the game. The player B's selection is called the minimax value or upper value (v)
of the game. The selections made by player A and B are based on the so called minimax {or maximin)
criterion. It is seen from the governing conditions that the minimax (upper) value v is greater than or equal to
the maximin (lower) value v(see Theorem 9-1). In the case where equality holds i.e.,

mlgix mjin Vi = n}in m'gx vy or v=17, «.{94)
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the corresponding pure strategies are called the ‘optimal’ strategies and the game is said to have asaddle point.
It may not always happen as shown in the following example.
Note. Forconvenience, the mir_limum values are shown by ‘O’ and maximum values by {1'inTable 9-4.

Q. 1. Whatis a compelitive situation called a game ? What s the maximin criterion of optimallity ?

2. Whatis a game in the game theory ? What are the properties of a game ? Explain the bast {optimal) strategy on the basis
of minimax criterion of optimality. )

3. What are the assumptions made in the theory of games?

4. Explain Maxi-Min and Mini-Max principle used in Game Theory. [JNTU (B. Tech) 2000; Agra 94)

Example 2. Consider the following game :
B

\jl
- i i 2 3

1 3 -4 8
A 2 | -8 5 -6
3 6 -7 6

Asdiscussed in Example 1, max min v;=4, minmax v;=35.
i ) J J ]
Also, max min v; < min max vy
] ¥ ¥ i
Such games are said to be the games without saddle point.
Example 3. Find the range of values of p and q which will render the entry (2, 2) a saddle point for the

game: [INTU (B. Tech.) 2003]
Player B
2 4 5
Player A 10 7 q
4 P 6

Solution. First ignoring the values of p and g determine the maximin and minimax values of the payoff
matrix as below :

Since the entry (2, 2) is a saddle point, maximin valuey =7, minimax valuev="7.

This imposes the conditiononpasp<7andongasg 2 7.Hence therange of pand g willbep 7,42 7.

Theorem 9-1. Let {v;;} be the payoff matrix for a Player B
two-person_zero-sum game. If v denotes. the maximin 8, B, B, RowMin.
value and v the minimax value of the game, then v 2 y. -
That is, min [max {v;}]2 max [min {v;}] N A | 2 4 5 ]2
i i [Meerut (Stat) 90] Playera A: | 10)] g |7
Proof. We have, max {v;} 2v; for any j, and A 4 " [6] | 4

i ColumnMax. 10 7 6

min {v;} Sv; foranyi.
i
Let the above maximum be attained at i = i* and the minimum be attained atj =j* . So

V2 v 2 vk for any i and j.
This implies that :
min {v;;} 2 v; 2 max {vi*} foranyiandj.

7 I
Hence min [max (v;}] 2 max [min {v;}] or v2v.

i i i i

9.5. SADDLE POINT, OPTIMAL STRATEGIES AND VALUE OF THE GAME

Definitions :

Saddle Point. A saddle point of a payoff matrix is the position of such an element in the payoff matrix
which is minimum in its row and maximum in its column.  [JNTU (MCA I} 2004, 97; Meerut 2003, 02; IGNOU 99, 98]
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Mathematically, if a payoff matrix (v} is such that max [min {v;}]=min [max {vyH = v (say),
i i J i

then the matrix is said to have a saddle point (r, s).
Optimal Strategies. If the payoff matrix {v;} has the saddle point (r, 5}, then the players (A and B) are

said to have rth and sth optimal strategies, respectively. [Meerut (OR) 2003; JNTU 57)
3. Value of Game. The payoff (v,,) at the saddle point (r, 5) is called the value of game and it is obviously
equal to the maximin ( v ) and minimax value (V) of the game. [IGNOU 99, 98]

A game js said to be a fair game if v =y = 0. A game is said to be strictly determinable if v=v=yv .
Nate. A saddle point of a payoff matrix is, sometimes, called the equilibrium point of the payoff matrix. )

In Example 1, v =v =0. This implies that the game has a saddle point given by the entry (2, 2) of payoff
matrix. The value of the game is thus equal to zero and both players select their strategy as the optimal strategy.,
In this example, it is also seen that no player can improve his position by other strategy.

In general, a matrix need not have a saddle point as defined above. Thus, these definitions of optimal
strategy and value of the game are not adequate to cover all cases so need to be generalized. The definition of a
saddle point of a function of several variables and some theorems connected with it form the basis of such
generalization. These theorems are presented in Sec. 9-24.

Rules for Determining a Saddle Point :

1. Select the minimum element of each row of the payoff matrix and mark them by ‘0’.

2. Select the greatest element of each column of the payoff matrix and mark them by ‘01",

3. If there appears an element in the payoff matrix marked by ‘O’ and 0’ both, the position of that
element is a saddle point of the payoff matrix.

Q. 1. Daefine : (i) Competitive Game, (i) Payoft matrix, (ili} Pure and mixed strategies, {iv} Saddle point, {v) Optimal strategias,
and {vi) Rectangutar game [JNTU 2000; Kanpur M.Sc, (Maths.) 93]

2. Explain “best strategy” on the basis of minimax criterion of optimalities.

3. Describe the maximin principte of game theory. What do you understand by pure strategies and saddle point,
[SIMIT (BE Mech.) 2002; Punjabl (M.B.A.) 90]

4. Define saddle point and the value of game with examples. [Meerut 2002; GNDU (B. Com.) 91}
§. Define saddle point. Is it necessary that a said game shouild always possess a saddle point ?

6. Stale the rules for detecting a saddle point.

7. What is 'strictly determined game' 7 When a game is said to be detarminable ?

8. Wiite short notes on the following : {i} Pure Strategy, (ii) Mixed Strategy, (jii) Max-Min Criterion.

9. Let A={a,) be an mx n payoff matrix for a zero-sum two-person game. Define a Saddie point for matrix A and show that
the value of the game is equal to the saddle value.

10. Differentiate batween strictly determinable game and non-determinable games. [JNTU (Mech. & Prod.) 2004]
EXAMINATION PROBLEMS
1. Determine which of the following two-person zero-sum games are strictly determinable and fair. Give the optimum
stratagies for each player in the case of strictly daterminable games : [UNTU (B. Tech.) 2003]
(i) Player B {ii) Player B
Playeral ! Player A| ™ 5 2
Yerdis —3 -7 -4
{Ans. Not fair, v= 1] [Ans. Not fair, (I, I}, v=- 5]
2. Consider the game G with tha following payoff matrix :
Player B
Player A| _ g SJ
(i) Show that Gis strictly determinable whatever p may be. {ii) Determine the value of G.
[Ans. (.1}, v=2] [Jodhpur M.Sc. (Math.) 92]

3. Find out whether there is any saddie point in the 4. Forthe game with payoff matrix:

following problem : - P!Iayer B
Player 8 Player A[‘ 2 - 2}
-3 1 6 4 -6
Player A 3 -1 determine the best strategies for piayers A and B and
[Ans. Saddle point does not exist. } also the values of the game for them. Is this game (i }

fair (i} strictly determinable 7.
[Ans. (I, 1), v=—2.
Game is strictly determinable and not fair.]
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9.6. SOLUTION OF GAMES WITH SADDLE POINT

To obtain a solution of a rectangular game, it is feasible to find out :
(i) the best strategy for player A (i) the best strategy for player B, and (iii) the value of the game (v,,).
Itis already seen that the best strategies for players A and B will be those which correspond to the row and

column, respectively, through the saddle point. The value of the game to the player A is the element at the
saddle point, and the value to the player B will be its negative.

9.7. ILLUSTRATIVE EXAMPLES

Exampled. Player A can choose his strategies from [A; , A; , Ay} only. while B can choose from the set
(B, , By) only. The rules of the game state that the payments should be made in accordance with the selection of
strategies ! '

Strategy Pair Selected Payments to be Made Strategy Pair Selected Payments to be Made

(A}, B)) Payer A Pays Re. | to player B (A2, By) Player B pays Rs 4 to player A
(A, B2) Player B pays Rs. 6 to player A (A3.Bp Player A pays Rs 2 1o player B
(A2.8) Player B pays Rs 2 to player A (A3, B2) Player A pays Rs. 6 to player B
What strategies should A and B play in order to get the optimum benefit of the play ?
Solution. With the help of above rules the following payoff matrix Player 8
is constructed : B, 8,
The payoffs marked ‘O’ represent the minimum payoff in each row
" and those marked ‘{3’ represent the maximum payoff in each column of A @ El
the payoff matrix. 7]
Obviously, the matrix has a saddle point at position (2, 1) and the Player 4 Az 4
value of the game is 2. As )
Thus, the optimum solution to the game is given by :
(i} the optimurm strategy for player A is A, ; (ii) the optimum strategy B
for player B is B, ; and oo v v
(iii} the value of the game is Rs. 2 for player A and Rs. (- 2) for player B. -2 6 0 5 3
. - , X . . A Al 3 2 1 2 2
Also, since v # 0, the game is not fair, although it is strictly determinable. ml-4 -3 o0 -2 &
Example 5. The payoff matrix of a game is given. Find the solution of the vl 5 3 -4 2 -6
game to the player A and B. -

[JNTU {(MCA 1lI) 2004, (B. Tech.) 2000, 99]
Solution. First find out the saddle point by encircling each row minima and putting squares arouhd each
column maxima. ,
The saddle point thus obtained is shown by having a circle and square both (Table 9-5)

Table 9.5
Optimum StA'ratcgy for B

I I Nl IV V RowMinimum
1@ oo |5 3 1O
Optimum Strategy for A*"'I}'_‘ =3t 2o m' Al PRl -m- Maximin Value (v)
m (C] -3 | 0 |-2([6]] -4
w [GIEI ] 2 [69]6
Column Maximum [ 5] @ (6]

Minimax Value (V)

S
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Hence, the solution (o this game is given by, (i) the best strategy for player A is 2nd; (ii) the best strategy
for player B is 3rd; and (iii) the value of the game is 1 to player A and — 1 to player B.
Example 6. Sollve th"e game whose payoff matrix is given by

1 | -2 15 -2
wnl-5 -6 -4 [Kanpur M.Sc. (Math.) 96; Rewa {M.P.) 93]
m|-s 20 -8 Opt.St. B
4 A oW Mini
Solution. Table 96 may be formed as I n m ow Minmum
explained earlier. Ovt. St €- 140~ 2 3heeereie ) | .. Maximi
This game has two saddle points in P St <112 LAY \hgaltﬁ::?lvn)
positions (1, 1) and (1, 3). Thus, the solution to : H -
this game is given by, A 1 "55 -4 '
(i) the beststrategy for the player Ais1, (i) :
the best strategy for the player B is either Tor II1, my =5 |f 20

i.e. the player B can use either of the two

strategies (I, I1I), and (iif) the value of the game  cqojumn Max 20
is — 2 for player A and + 2 for player B.

Minimax Value (¥)
EXAMINATION PROBLEMS
Find the saddle point {or points} and hence solve the following games :
1. Player B 2,
8 B B B B B B
Al 15 2 3 A1 7 3 4
PlayerA 4| 6 5 7 - AAls 6 4 5
Al -7 4 0 A;l7 2 0 3
{Ans. (A;, Ba), v=5] [Ans. (A7, Bo), v=4]
3. B 4, B8
nom v v
| nm v rfeg 3 1 8 0
m 4 -2 0 -5 wi5 6 2 2 1
[Ans. (I, 11}, v= 4] [Ans. {it, i1}, v=4]
c
o At %5
5. |[s 8 s] 6. Al 2 3 1
2
4 12 2 As|-4 2 -1
[Ans. (1, 1), {1, i}, v= 8] [Ans. (Ra, Ca), v=1]
7. Solve the game whose payoff matrix is given by 8, For the following payoff matrix for firm A, determine the
Player B ’ optimal strategies for both the firms and the value of the game
1 2 1 {using maximin-minimax principle} :
Firm 8
Piayer Aj0 -4 -1 1
1 3 _2 3 - 4 6 7
Firm A1 =1 8 2 4 12
[Agra 98] 16 8 6 14 12
[Ans. (I, Bor{l, ), v=1for A v=—1 for 8] i 11 -4 2 1
[Ans. (N1, v=6for A}
9. Sclve the games whose payoff matrices are
given below : -
{(a) . Player B (b) Player B {c)
B ‘
A _3'_%? 15 2 3 -5 50 7
Player A A, 2 0 2 PayerA] 6 5 7 -2 6 1 8
Ag 5 -2 -4 -7 4 0 -4 0 1-3

[Ans. (a) (A, Bo), v=0:(b)(Az, Ba), v=5;(c} (Ap, Ay), v=1] [Kanpur 2000}
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10. For what values of ‘a’ the gama with the following pay-off matrix is strictly B
determinable 7 B B, B;
[JWNTU (Mech. & Prod.} 2004] A
1 a 2
A Af-1 a -7

Ay -2 4 a

9.8. RECTANGULAR GAMES WITHOUT SADDLE POINT

As discussed earlier, if the payoff matrix {v;} has a saddle point (r, 5), then i = r, j = s are the optimal strategies
of the game and the payoff v,, ( = v) is the value of the game. On the other hand, if the given matrix has no
saddle point, the game has no optimal strategies. The concept of optimal strategies can be extended to all
matrix games by introducing a probability with choice and mathematical expectation with payoff.

Let player A choose a particular activity / such that 1 £{<m with probability x;. This can also be
interpreted as the relative frequency with which A chooses activity i from number of activities of the game.
Then set x = {x;, 1 £i<m) of probabilities constitute the strategy of A. Similarly,y = {y;, 1 £j < n} defines
the strategy of the player B.

Thus, the vector x ={(x, , X2, ... , Xy,) of non-negative numbers satisfying x; + x» + ... + x,, = 1 is called
the mixed strategy of the player A. Similarly, the vector y={(y,.¥2....,y,) of non-negative numbers
satisfying y) + y2 + ... + ¥, = 1 is called the mixed strategy of the player B.

Consider the symbol S,, which denotes the set of ordered m-tuples of non-negative numbers whose sum is
unity and x € S, . Similarly, y € 5, . Unless otherwise stated, assume thatx € S, andy € §, , wherexand y
are mixed strategies of player A and B, respectively.

The mathematical expectation of the payoff function E(x, y) in a game whose payoff matrix is {v;} is
defined by -

E(x,y)= :'gijgl (x; vip) ¥ =x'vy (inmatrix form)

where X and y are the mixed strategies of players A and B, respectively,

Thus the player A should choose x so as to maximize his minimum expectation and the player B should
choose y 50 as to minimize the player A's greatest expectation. In other words, the player

A tries for max min E(x,y) and B tries for min max E (x, y).
x 0y Yy X

At this stage it is possible to define the strategic saddle point of the game with mixed strategies.
Strategic Saddle Point. Definition. If miyn Tax E(x,y)=E (X, Yo) = mf,x n;in E(x,y),then(xg,¥o)is

called the strategic saddle point of the game where xq and yy define the optimal strategies, and v = E(Xg , Yo) is
the value of the game.

According to the minimax theorem (Section 9-11), a strategic saddle point will always exist.

Example 7. In a game of matching coins with two players, suppose one player wins Rs. 2 when there are
two heads and wins nothing when there are two tails; and losses Re. I when there are one head and one tail.
Determine the payoff matrix, the best strategies for each player and the value of the game.

Solution. The payoff matrix (for the player A) is given Player B
by . H T  RowMin
- - H[2 —1]-Jl
Here, maximin value (v)=-1%# minimax value pjayera > Maximin lower) value (v)
(=2 Ti-1 01
So the matrix is whithout saddle point. Column Max : % 0

Now, let us outline here how one finds the best
strategies for such games and the expected amounts to be
gained or lost by the players. '

Let the player A plays H with probability x and T with probability 1 - x so thatx + (1 — x) = 1. Then, if the
player B plays H all the time, A’s expected gain will be

EAH)=x2+(1-x)(=1)=3x-1." ..{96)

Minimax {upper) value { V)
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Similarly, if the player B plays T all the time, A’s expected gain will be

EAT)=x(-D+(1-x)0=-x {97
It can be shown mathematically that if the player A chooses x such that
E(A,H)=E(A,T)=E(A),say, ..(9-8)
then this will determine the best strategy for him. :
Thus, x—1l=—-xorx=1/4 (99}

Therefore, best strategy for the player A is to play H and 7' with probability 1/4 and 3/4 , respectively.
Since this is a mixed strategy, it is usually denoted by the set {1/4 , 3/4}. So expected gain for the player A is
given by

EA)=1.2+3(- D=~}

Now, whatever be the set {y, 1 — y) of probabilities with which the player B plays either H or T, A’s

expected gain will always remain equal to — 1/4. To verify this,

E@A,y, 1 -y)=y[§ 243 (- 1)]+(1 —y)[i—(— |)+%o]
=yP+0-nEp=-1 {910)

The same procedure can be applied for the player B . Let the probability of the choice of H be denoted by y
and that of Tby (1 — y). For best strategy of the player B,

E(B,H)=E(B,T)=E(B), say {911
or y.2+(1=-yhH=y1+{1-»0
or 4y=1
or y=1/4 and therefore 1-y=3/4.

Therfore, E(B) =%2 +% -n=-1.
Here, E(A) = E(B) = ~ 1/4. Thus, the complete solution of the game is :
(i) The player A should play H and T with probabilities 1/4 and 3/4 , respectively. Thus, A’s optimal
strategy isxg = (1/4 , 3/4). '
(ii) The player B should play H and T with probabilities 1/4 and 3/4, respectively. Thus, B’s optimal
strategy is yg = (1/4, 3/4).
(iii) The expected value of the game is — 1/4 to the player A. Here (Xg , ¥g) is the strategic saddle point of

this game.
Remark, Altho%gh this example can be easily solved by using the formula of Section 9-13, the present discussion will be of great
help in understanding the further discussion.

EXAMINAITON PROBLEMS
1. Find the optimal strategies for the games for which the pay oft matrices are given below. Also, find the value of the game.
(a) Py D) Py
[T | ]
-4 6
P |||[1 g] Py |f|[ 2 —3]
[Ans. (1/2,1/2),(1/4,3/4); v=5/2) [Ans.(1/3,2/3),(3/5, 2/5), v=0)
2. Forthe gams with the following payoff matrix for the row player, datermine the optimal strategies for both the players and
the value of the game :
(@) [_g - g] (b) [; ;]
[Ans.(1/4,3/4),(1/4,3/4); v=~3/4) [Ans. (2/5,3/5),(1/2,1/2) v=4]
2

I. A game has the payoff matrix A = [? 1] -Showthat E(x, )=1-2x(y - %} and deduce that in the solution of the game

the first player follows a pure strategy while the second has infinite number of mixed strategies. [Raj]. (M.Phil.) 92]
4. State the fundamental theoram of rectangular games. Show that max niﬂn ay < nlfaln max a in the arbitrary matrix :

an [ 1T TN - P

m 8m2iciinnnnn-8mp
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9.9, MINIMAX-MAXIMIN PRINCIPLE FOR MIXED STRATEGY GAMES

It has been observed earlier that if a game does not have a saddle point, two players cannot use the
maximin-minimax (pure) strategies as their optimal strategies. This failure of the minimax-maximum (pure)
stratcgies, in general, give an optimal solution to the game and led to the idea of using mixed strategies, Each
player, instead of selecting pure strategies only, may play all his strategies according to a predetermined set of
probabilities,

Let xy, %, ..., %y and y,,y2,¥3, ... ¥, be the probabilities of two players A and B, respectively to
select their pure strategies.

Then, X+xs+xy+...+x,=1 «(9-12)
and Vtytys+.+y, =1, «..(9:13)
where x; 2 0 and y; 2 0 for all i and j. Thus if v;; represents the (i, j)th entry of the game matrix, probabilities
x; and y; will appear (Table 9-7).

Table 9.7

Player B8
Probabilties— ~_ j Y1 ¥2 . ' Y
J' i 1 2 j n
X 1 i Via vy Vi
Xz 2 Y2 L)) . Vaj - V2,

Player A : :

X; i LA V2 Vi Vin
Xm m Yl Vin . Vi . Veurt

The solution of mixed strategy problem is also based on the minimax criterion given in Section 9-4. The
only difference is that the player A selects probabilities x; which maximize his minimum ‘expected’ gainin a
column, while the player B selects the probabilities which minimize his maximum ‘expected’ loss in a row.

Mathematically, the minimax criterion for a mixed strategy is as follows :

The player A selects x; (x; 2 0, glx,- = 1) which gives the lower value of the game
1=

max

X1 2%y e Ky LD (V1100 F Va1 X + oo+ Vg X), (VigXy F VX + L F VoK),
v (VX H VL F V] (9 14a)
or more precisely,
. m m m 1
v =max | min .Z’ Vi1 X, _El VipXi s oee s .21 Vi X; .(9:145)
I'- I= = i=

n
Similarly, the player B chooses y; (y; 2 0, El y; = 1) which gives the upper value of the game
J =

i)

n n n
v= m‘m [max Lflvu Yis j'-2=:1 Vai ¥y oo ,j;‘:'.l Vi ¥j ] (9-15)

These values are referred to the maximin (v) and the minimax (v) expected values, respectively.

In pure strategies, the relationship, v 2 v, holds in general. When x; and y; correspond to the optimal
solution, this relation holds in ‘equality’ sense and the ‘expected’ values thus obtained become equal to the
(optimal) expected values of the game. This result follows from the minimax theorem (called the fundamental
theorem of rectangular games) which is derived in Sec. 9-12.

We shall require the following Lemma in Sec 9-10.

Lemma. Let A = (v} be the payoff matrix of an m X n game. If B = (V') is obtained from A by adding a
constant ¢ to every element of A, then an optimal strategy for B is also an optimal strategy for A.
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Proof. Let v’ be the value of the game with payoff matrix B. Then for the strategies x, y,

m n , m i)
,-E, jfl"fjm‘i =,.§| j§l Vi i Y+ €.
If x* , y* are optimal strategies for thc game B, then
% 'JL Vigxiy* £V € ? ‘JE Vix*y = 2". 4}] Vi Xiypte £V € ? :‘.‘. Vi XXy

% );“. v Xy £V —¢ S? %', Vi X% Yy .

Thus x* , y* are optimal for game A with the value of game v =" — ¢, _

Hence arbitrarily chosen constant ¢ can be added to each element of A and then we can solve the resulting
game B. The value v of the original game is then obtained simply by subtracting the constant ¢ from the value of
the game B. Constant c is chosen so large that v;; + ¢ is positive (> 0) for all i and j, so that the value of the
game is certainly positive.

Q. 1. Define the terms “maximin element, minimax element and saddle point” of the payoff matrix of a two-person zero-sum
games. ’

2. Explain ‘minimax criterion’ as applied to the theory of games. *  [Bhubneshwar (IT) 2004]

3. Let(v;) be the payoff matrix for a two-person zero-sum game. If ydenotes the maximin value and ¥the minimax value of

the game, then prove that v 2 v. That is.n}in {m?x {vil 2 m?x [mlin {viil.

[Meerut {Stat.) 90]
: EXAMINATION PROBLEMS
Find the minimax and maximin value of the following games
. 1 9 6 0 . |l-1 9 86 8
@ [+ 3 8 @3 7 -1 3 i) | 2 3 8 4 vy 1.2 10 4 &
2 13 4 8 06 5 -2 10 -3 § 30 7
6§ 2 1 6 -9 -2 4 BN -
7 4 -2 -5 | 7 -2 8 4

[Madural B.Sc. (Comp. Sc.) 92]
[Ans. (B minimax = 3, maximin = 1, (i} minimax =0, maximin=-1,(ii)2 < v< 4, (V)4 £ v < 7}

9.10. EQUIVALENCE OF RECTANGULAR GAME AND LINEAR PROGRAMMING

it has been shown that the player A chooses his optimum mixed stratgies in order to maximize his minimum
‘expected’ gain, iL.e.

. i m m "
max| min Z Vit Xi s z Vio Xiyoeny z Viy X; ...(9"6)
x, i=1 i=1 i=1
subject to the constraints :
X txptxs+ . +x, =1 -(9:17)
x20i=1,2..,m, ..{918)
Now, in order to express this problem in linear programming form, let
e L m
min 'EtV” X; ._Eiv,-ﬁ Xy ene ,'Elv,,,x,- =v (9:19)
= = [=
which immediately implies that
m m "
‘EIV“ X2 v, _Elv,v_, X 2 v,.., _Elv,-,, X2V, -(2-20)
= = =

Thus, the problem now becomes :Maximize xy = v subject to the constraints ;
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VI X F VXt v X3tV Xy 2 l;?1
Viz X1 + V2212+ V3z X3 +... +x,,,2 p o 2V
Vin X+ Van Xa + Van X4 otV Xy 2 V _...(9-21a)
N+ttt tx,=1
XX, K3 s K 2 0 .

Here v represents the value of the game. This linear programming formulation can be simplified by
dividing all (n + 1) constraints by v ; the division s valid as longasy > 0* .Incase,v < 0, the direction of the
inequality constraints must be reversed, and if v = 0, division would be meaningless. The later point creates no
special difficulty since a constant ¢ can be added to all entries of the matrix ensuring that the value (v) of the
game for the ‘revised’ matrix becomes greater than zero. After the optimal solution is obtained, the true value
of the game is obtained by subtracting the same amount c.

In general, if the maximum value of the game is non-negative, the value of the game is greater than zero
(provided the game does not have a saddle point). Thus, assuming v > 0, the constraints become :

and

Xy 2 Xen
Vi i+ —F.. v — 2 |
n-, tva m 7,
x| Xz Xm
Vir— 4tV —+ ...ty — 21
ot Ve m2 7, |
: : i ..{9-21b)
X Xz m
vl,,-:+v2,,7+, + Vi 21
x X 1
R
v v v oV
X x X, 1
Now, suppose —~=X;, ==X, , ..., ==X, , and — = Xg , then
1 v v v
. {1 . ) x X X,
maxv=mm(-)=mm{—l+—3+...+-""1} «(9-22)
v v v v

=min {X; + Xz + X3 + ... + X, (which is justificd by the last constraint),
Now, finally, the equivalent LP problem becomes :

Minimize x¢= X+ X + ... +X,, , subject to the constraints : «(923)
v11X|+v2|X2+...+v,,,|Xm 21
V12X|+V22X2+...+VM2XM 1

: :o : : «(921¢)

Vin X] +V'ZHX2+ var +mem 21
X, 20,X20,....,X,20 _
After an optimal solution is obtained by the simplex method, original optimal values can be obtained from
the given transformation formulae.

On the other hand, player B chooses his mixed strategies in order to minimize his maximum ‘expected’

loss, i.e.
in | max{ Z 3 T (9:24)
Ir;;n max j=lvljyj'j=lv2jyj’""j=lv'"jyj
subject to the constraints :
Yi+yz+ . +y,=1 -(9-25)
yw20,3%20,...,9%20. «.(9-26)

* For conveniance, in order £ convert a matrix game info a inear programming problem, first make all entries of the matrix
posiﬂvabyaddlngnposiﬂvecocmantcballelemanudhemaﬁbtgm.mooum,cwmbewwmdmmﬁomm

value of the game v.
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Proceeding in the like manner, linear programming form of the B's problem becomes :
Maximize yg =Y, + Y5 + ... + ¥, , subject to the constraints : .{(927)

L4 Y1+V12Y2+...+V|nyn <1

V21 Y|+V22Y2+...+V2_"Yn =1
: T : : ..(9:28)

Vi N+ vpa ot o4y, ¥y S 1

Y,20,Y,20,..,Y,20

1 s Y2 In
where y.,—v,Yl—v.Yz—v,...,Y,,—v. -

Further, it has been observed that the player B’s problem is exactly the dual of the player A’s problem. The
optimal solution of one problem will automatically give the optimal solution to the other and that
min Xg = max ¥g. The player B's problem can be solved by regular simplex method while player A’s problem
can be solved by the dual simplex method.

The choice of either method will depend on which problem has a smaller number of constraints, This in
turn depends on the number of pure strategies for either player.

Q. 1. Show how a ‘game’ can be formulated as a linear programming problem.  [JAS (Maths.} 99; Raj. Univ. (M. PhHl) 90]

2. With the help of an appropriate example establish the relationship between 'Game theory’ and ‘Linear Programming’.
3. Establish the relation betwaen a linear programming probiem and a two-parson zero-sum .
[Meerut (OR) 2003]

4. Discuss equivalence of matrix game and the problem of linear programming.

{Kanpur M.Sc. (Math.) 87; Delhl (OR.) 95; Banasthall (M.Sc.) 93]
5. Explain the method of solving a zero-sum two person game as a linear programming problem. [Meerut 2005; Delhl 90]
6. Establish the equivalence of matrix game and the problem of linear programming. [Delhi B.Sc. (Math) 93]

9.11. MINIMAX THEOREM (FUNDAMENTAL THEOREM OF GAME THEORY)

Theorem 9-2. (Fundamental Theorem of Rectangular Games). If mixed strategies are allowed, there
always exists a value of the game, i.e. v=v=v. _

Alternative Statement. [f Zx;=Zy;=1,x,20,y; 20, then

m;:xyl . rt}ml I Z vy ye =‘ﬂmlm?x LI vlxy),

where the symbol y 1 X means "y given X", The left side relates that for some fixed (given) X, minimize the sum
with respect to y. This results in a value showing it is a function of X, select X so that this value is maximum,

Proof. The player A's problem (from sec, 9-10) is

Min. xg= X; + X, + X5 + ... + X, , subject to

V11X1+V2|Xz+ ---+leXm 21
VipX +vXo+ L vpX, 2]

VinXKy v Xo+ v X 2 1
X,20X,20, ...,X,20.

The dual problem corresponding to above linear programming problem (called the primal problem) is :
Max.yo=Y, + Y, + Y3+ ...+ ¥, subjectto

V”Y|+V|2Yz+...+V]”Y" <1
V2|Y|+V22Y2+...+V2MYK <1

Vv Y1+ vea+ .o +v,,Y, S 1
20,20, ...,¥,20.
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It has been seen that this dual problem is similar to the problem obtained for the player B in Sec. 9-10.
But, the duality theorem states that :
If either the primal or the dual probiem has a finite optimum solution, then the other problem has a finite
optimum solution, and optimum numerical values of the objective function are equal, i.e.
maxyp=minXxy or v=v=v{valueofthe game)
This completes the proof of the theorem. '
Q. 1. State, expiain and prove the ‘minimax theorerm’ (jundamental theorem) for two-person zero-sum finite gamas.
[Kanpur M.Sc (Math.) 96; Delhl {OR) 93]
2. Let v be the value of a rectanguiar game with payolf matrix B=(p). Show that min p; s v < max(py) and

meI'l',ﬂPgS ve rrrirn?xp,.

3. Let E (p, q) be expectation function in an mx n matrix rectanguiar game between player A and B, such that
peA’ qc A" HE(p,q)bemhhatboﬂlmgxnanE(p,q)andn:nmng(p.-q) axist, then show that

rrgumng(p.q)zmgxrrglE(p.q) (p and ¢ are probability vectors)

[Rai. Univ. (M. Phil.) 91] -

912 SOLUTION OF m xn GAMES BY LINEAR PROGRAMMING

Following example of (3 % 3} game will make the computational procedure clear.
Example 8. Solve (3 x 3} game by the simplex method of linear programmg whose payoff matrix is
given below.

Player 8
1 2 3

! 3 -1 @

PlayerA 2 : 3 -1
3 4 -3 3

[UNTU (8. Tech.) 2004; Mesrut (MCA) 2000)
Solution. First apply minimax (maximin) criterion to find the minimax (V) and maximin (v) value of the
game. Thus, the following matrix is obtained (;_I‘able 9-8).

8
1 2

3
I IO N R
A ) @ ™ o _3>Mmmmn\'nlne(!)
m
3

Row Minimum.

-3

(2

Column Maximum 3 3

Since, maximin value is — 3, it is possible that the value of the Table .9
_game (v) may be negative or zero because
-3 <v<l
Thus, aconstant ¢ is added to all elements of the matrix which is 1 4
at least equal to the — ve of the maximin value, ie.c 2 3. Letc= 5. A 2 2 P 4
The matrix is shown in Table 99. Now, following the reasoning of 3 2
Sec.9-10, the player B's linear programming problem is :
Maximizeyg=Y + ¥, + T3 «.{(9-29)
subject to the constraints :
S'Y; +4Y2+2Y3 <1, 2Y1 +8Y2 +4Y3 <1, }YI +2Y2+8Y3 <1, Yl 20, YZZO, Y3 20 ..(930)




388 OPERATIONS RESEARCH AND ENGINEERING MANAGEMENT

Introducing slack variables, the constraint equations become :

‘8Y1+4Y2+2Y3+Y4 =
2Y1 + 8Y2 +4Y3 + Ys =1 ..(9:31)
1Y) +2Y, +8Y; +Y, =1

YI’YZ'Y:{; Y4, YS, YG 20
Now the following simplex table is formed.

Table 9-10. Simplax Table
> 1 1 1 0 0 0 ‘
B Cp Ya [ oy o3 Oy o O Min. Ratio
% B B Bs) (Ya/o)
o 0 1 R I CEE R 2- - e lm w - — 0|~ /B
s 0 1 2 8 T4 0 1 0 172
o 0 1 1 2 8 0 o 1 171
i yo=Cplp=0 -n* -1 -1 0 0 0 —A=Cpa;—g;
T 4 '
o 1 178 1 172 i/4 1/8 0 0 72
oy 0 3/4 0 7 7 -1/4 1 0 3/14
o 0 /8 0 32 ‘-[_31%14-——-1/8~ OO PR [ F 7 T
yo=1/8 0 -1/2 (- 3/4)* 178 0 0 A
¥ i
o 1 3/31 1 14731 .0 4731 0 - 1/3t 1/14
o 0 11731 0 - - s — e =6/l =] = = 147314 - ~11/196
o 1 7/62 0 6/31 1 -1/62 0 4/31 7412
Yo=13/62 0 - 11.731)* 0 7/62 0 3/31 —4
1 i)
o 1 1714 1 0 0 177 1714 0
o 1. 117196 0 1 0 -3/98 31/196 -1/14
o 1 5/49 0 0 1 -1/98 -3/98  1/7
Yo=45/196 0 0 0 5749 11719  1/14 —all
4;20

Thus, the solution for B’s original problem is obtained as :
Yi_ 1414 14 , Y2 117196 11

N =y = T5/196 45 ¥ Ty, = 5/196 = 45'
%=t Ty e 5
The optimal strategies for the player A are obtained from the final table of the above problem. This is given
by duality rules :

mype 3 g A By 1,1
Xe=Yo= e X1 =84=1g Xo=As=15z. Xa=l8e=1,.
X_20 X 11 * X3 14 ,_29

- — 2 vt ==

Hema. . Xy —x°—45,X2—xo 45 3:;;_—4-—5- a5

EXAMINATION PROBLEMS

1. Two companies A and B are competing for the same product. Their different A
sirategies are given in the following payoff matrix : Ay Ay A
Use linear programming to determine the best strategies for both the players.

[Madurai BSc (Math.) 93; Raj. (M. Phil.) 91} Bhiy2 -2 3
[Hint. First, make the payoff's positive by adding a constant quantity ¢ = 4 (say}. B
The mediefied payolf matrix becomes A B-3 5 -1

6 2 7
5[193]
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Then, formulate the problem for player B by usual transformation as :

Maximize yg = ¥; + Ya., subjectio s 6Y + ¥2<1,2Y; +9Y2 1, 7Y+ 3 <1, and Y920, Y220
Now apply simplex method to find the following solution for 8:
eel g B 1t N 7 18 7 Y 5 13
Yo 3 3 "=, 52%a "2 T T2 3 T2
For piayer A, read the solution to the dual of above problem
S I, IR - SR ST, R S 1
V% 4'yb‘4'3"4'3"‘“xo'1a 3

[ Ans. (2/3,1/3,0):(7/12,5/12) ; v=1/3]
For the following payoff table, transform the zero-sum game info an equivalent linear programming problem and solva it

by simplex method : Pl Q
[Hint. Payoif's are already non-negative. Formulation of L.P. problem ayer
for Qin usual notations is : ) ' @ 2 O
Max.yo= Yy + Y2+ Ya, subjectto:. P 9 1
Y +1Ya+4Ya<51,0Y; +6Y2+3Y3$'], '
5Y.12Y,+8Ys<1. and Y1, Yz, ¥s 2 O. PlayerP P2l O ¢
Its dual is the formulation for player P. Proceeding exactly as in solved - Py S 2

example apply simplex method.
[ Ans. (3/8 ,13/24,1/12);(7/24,5/8, 1V/72) [v= 91/24]

Solve the following games by linear programming :
"

@ (i) v
: B
'8 o i
-1 2 1 -1 1 1 1 -1 3 12 4
Al 1 -2 2 A2l 2 -2 2 Al3 5 - A2|2 3
3 4 - 3l 3 3 -3 6 2 - 3|3 2
[Ans. () A(17/46 , 20746 ,9/46),  ((}(6/11,3/11,2/10); . (i} (2/3,1/3,0),(0,1/2,1/2),v=1]

B(7/23,6/23,10/23),v=15/23]  (5/22,8/22,0/22);v=6/11] .
Solve the following 3 x 3 games by linear programming :

] Player 8 () ~ _ PlayerB8"
1 -1 -1 3 -2 4

Player A|-1 -1 3 _ PlayerA [-1 4 2

-1 2 -1 2 28

{Agra 98, 93, 92] [Meerut 93]

[Ans. A(6/13,3/13,4/13), B{6/13, 4/13,3/13), v =-1/13] [Ans. (0,0, 1), (4/5,1/5,0),v=2]

A and 8 play a game In which each has three coins : a penny, a nickel and a dime. Each selacts a coin without the
xnowladga of the ather’s choice. if the sum of the coins Is an odd amount, Awins B's coins; if the sum is even, Bwins A's
coin. Find the best strategles for each jlayar and the value of game. :

Penny Nickel Dime Penny Nickel Dime) = _
[““"‘( 12 12 0 'B[ 2/3 13 0 ]""0]

Aand Bplay a game as follows :

They simultaneocusly and independently writa ona of the three numbers 1, 2 and 3. if the sum of the numbers written Is
even, B pays to Athis sum In Rupees. If itis odd, Apays the sum to 8in Rupees. Form the payoff matrix of player A and
solve the game to find out the value of the game and probabliities of mixed strategies of A and B.

2 -3 4
[Ans. -3 4 -5 | A(1/4,1/2,1/4), B(1/4,1/2,1/4),v=0}
4 -5 6
Conwerl the following problems Into linear programming problem :
0] B {in 8
8 20 -3 1
Ala 875 Al 8 35 42
45 1 0 -8 128
1 9 21 0

For the following payoff matrix, find the value of the game and the strategies of players A and 8 by using linear

programming : B
3 -1 4
A[s 7 -2]
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9. TmsbnandbwhgmangmmsmuHr.wmpaﬂngpmmmmmmpwem. Hence
solve them.

0 -1 1
(®) ( ‘: -2 ‘2‘] [Delhi BSc (Maths) 91] ) (1 1 -1 [Defhi B.Sc. (Math.) 91)
. 1 -1 0
{Ans. (1/2,1/2),(3/5,2/5,0), v=1] [Ans. (1/2,1/2,0),(0,1/2,1/2),v= Q]
10.  Usas simplax method to solva the following games :
5 3 r3 -2 4)
(@ |7 9 1 {b) -1 4 2
10 6 2 | 2 2 &}
{Ans. (2/3,1/2,0),(0,1/2,1/2),v=5) [Ans. (0,0, 1), (4/5,1/5,0),v=2]
11.  Transform the following matrix game into its corresponding primal and dual linear programming problems :
21 0 -2
103 2 [Delhl M.Sc. {OR) 92]

Solve one of these linear programming problems to obtain the value and the optimal strategies for the two players,
[Ans. Primal. Min. xy = ) + X, subject to
5X1+4XQ21,4X1+3XQ21,3X1+6X221.X1+5X221.SHdX120,X220
Dual: Max. yp= Y; + Yz + Y3, subject to 5Y1+4Y243Y3+ Yi<1,4Y1+3Yo +6Y,+ 5Y.<1,
Y¥20,i=1,23, 4, and ¢=3.

12. Inatwo person gaine each player simultaneously shows aithar ona or two fingers. if the number of fingars match, player
A wins a rupes from player B, otherwisa A pays a rupee 1o B, Shuw that the payoft matrix for this game is :

e 1)Solve this game by reducing itto an L.P.P.

[Ans. (1/2,1/2),(1/2,1/2),v=0

13. Two playars indepandently seiact one of 'mouse’, ‘cat’, "iger’. and 'elephant’ and simultanecusly reveal their cholces. It
Is known that the cat chases the mouse (for score 1), the tiger chasaes the cat {for score 2), the elephant chasss the tiger (for
womS)mﬂnmusechasesmeelepham(forascoreﬂ.Au other combinations yield a zero score. Formulate the
payoff matrix and determine the optimal strategies of the two players.

[Hint. The payoff matrix s skew-Syrmnmetric :
Mouse Cat Tiger Elephant
0 4

Mouse 0 -1
Cat . 1 0 -2 0
Tiger 0 2 0 -3
Elephant] -4 0 3 0
14. Solve by using L.P. process, whose pay-off matrix is
L] 3 2 4 0
3 4 2 4
A 4 2 4 0
: 0 4 c 8 [Meerut (M.A.) 87)
15. For the following pay-off matrix, find the value of the game and the strategies of players A and 8 by using linear
programming : -
Player B
1 2 3
PlayerA 1 3 -1 4
ve 2 6 ? -2

‘ [Delhi {M.B.A.) 96]
[Ans. The solution to the probiem, therefore, is : Sa=(9/14,5/14), Sg=(0, 3/7, 4/7), value of game = 13/7.

913. TWO-BY-TWO (2 x 2) GAMES WITHOUT SADDLE POINT

There are several methods for determining the optimal strategies and the value of the game. But, in most of the

situations, the matrix game can be reduced to a 2 x 2 game (to be discussed later in Secs. 9-14 &9-15). Itis
therefore worth- while to determine the solution of 2 x 2 game in the following theorem.

Theorem 9-3. Show that for any zero-sum two-person game where optimal strategies are not pure

strategies (i.e. there is no saddle point) and for whicif; the player A’s payoff matrix is

N Y2

X) Y b Viz

X2 vai V2

A
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and optimal strategies (x , x;) and (y, , y2) are determined by
X _Va~Va o _Va~Vo
and the value (V) of the game to the player A is given by
ve ViVaz — VizVai
_ Vi + V= (Vig+va) | [Meerut 2002; Rohilkhand 92}
‘ Proof. Let a mixed strategy for player A be given by (x; , xz) where x; +x2= 1. Thus if player B moves
his ﬁrst strategy, the net expected gain of A willbe Ey (x) = vypx; + vaxz ;
and if B moves his second strategy, the net expected gain of A will be E (x) = vyax) + va2%2 -
But, player A wants to maximize his minimum expected ain. So the value of the t be
minimum of E;(x) and E;(x), i.e. Ey(x)2 v, Ex(x) 2 V. peciec 8 game (v) mus
Thus for the player A, we have to find x; 20, x; 20, and v to satisfy the following three relationships (as
obtained in Sec.9-10) :

v Xy + yz;xz 2V, ..(933)
VigX F VX 2V, ..(9:34)
) ’ X + X2 = 1. ..(935)
For optimurm strategies, inequalities (9-33) and (9-34) become strict equations, i.e.
VX VX =V, .(936)
_ Vipky H VX =V ..(3-37)
Subtracting equation (9-37) from the equation (9-36), we get
(v = vi2) x + (va —v)) ;=0 ‘ .(9-38)
which gives 4 tmThal .(939)
Xz Yui—Yiz
Hence, we evaluate x; and x separately by using the equation (8-35),
= vaa — Vi (9-40)
v v - izt va)
w=1-x = 1= N {9-41)

(v +v2d = (Viztva)
The value of the game can be obtained by substituting the values of x, and x, in either of the equations
(9-36) and (93N to obtain .
1 (v = va1) va; (Vi1 — Vi2) L L, - o yaviz .(942)
v +vz— o +va) v +v— (2 +va) vip + v = (Vi + v21)
In the same manner for the player B, find y; 2 0, y; 2 0, and v to satisfy the following three relations :

vy Vi SV, ...(9-43)
Vaiyis VY2 SV, e (9-44)
nt+y=L ...(9-45)

Here it should be remembered that the player B wants to minimize his maximum loss.
Again for optimum strategies of player B, consider the inequalities (9-43) and (9-44) as strict equations

and obtain

n_mmhiz ~(9-46)
Y2 Vit~ vz
Using the equation (9-45) -
V'~ Vi
=y + v — (v +vp) ~247)
_ _ Vi~ Va
n=l-n= ...(9-48)

Vi + vag = (V21 +Vi2)
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Substituting values of y; and y, in either of the equation (9-43) or (9-44), to obtain the value
ViiVe =~ vavy2
vit+ v —(viz+vy)’
which is the same as desired by the minimax theorem.

If ratios x;/x; and y,/y; are both positive, these will give acceptable values of x;,x;,y;andy,. A
solution satisfying all constraints including non-negativity, may be obtained.

This proves the requied results.

Further for such games, in a payoff matrix the largest and second largest elements must lie on one of the
diagonals. This implies that there are only 8 possible orderings (instead of 24) of entries vy , vi3, va; , vaa
without saddle point,

Thesg possibilities are :
Jvzve2vpzey| fvp2vg v 2| [vip2vg 2vgzvy] (v 22 2
Vit 2V 2vy 2vpf t v 2vi 2vp2vy | vp2 vy 2vp v v 2 a2 v 2y,

It can be easily verified that, with all above orderings, ratios x1/x; and y,/y; are non-negative.

Remark. If these formulas for x, , X2, ¥, , )5 and v are applled 1o a 2 x 2 games with saddle point, these may give an incorrect

..{%-49)

solution.
Q 1. Forﬂ'logame[_: "g].wherea,b. c, dareallnon-nogativeainrovsthalmoopﬁmalstrateglesara:
. c+d a+b . b+d a+ce __ad-bc
A'[a+b+c+d'a+b+c+d}'8'[a+b+c+d'e+b+c+d] alw""a+b+r:+¢:|'
[Meerut M.Sc (Math.) 96]

2. Giventhe 2 x 2 payoff rnatrlx[z 3] Suppose player Aadopts the strategy (x, y); whila Badopts the strategy (u, v) where

X, y. u vareallz 0, suchthat x+ y=u+ v=1. .

() Express A's expected gain zinterms of X, y, u, vand a, b, ¢, d.

(i Whatislheeﬁactonzofaddingmasmcmstanlknoeachelamntofmepayoﬂmtrix?
(i) Mmlsmeeﬂodonzofmdﬁpiylngeachelamentofpayoﬁmamxbymesamoonstamk?
(i) How are the optimal strategies affacted by these operations on payoff matrix.

3. IfGa[: g]hanon-stﬂcuydetenninedmamgame,manshowthatemler
() acba<cd<cd<hb or (a>ba>c d>c d>b. (Kanpur 2000}
4. Prove that 2 x 2 matrix game is strictly determined only if its principal diagonal elements are elther strictly greater or
strictly smaller than the other elements.

5. Halltnelennnlsofhopayoﬁmalﬂxoiagamaarenonmgaﬂveandevarycoiumnofwsmatr!xhasatleastone
positive element, then the value of the corresponding game is positive,

6. Wha.tdoywmeanbysaddlepolntofalwo-persmzero—sumgame?ln32x29amelfu\elamestandsacondlargsst
elements He along a diagonal, then prove that the game has no saddie point.

7. Let (ap be the payoH matrix for a two-person zero-sum game. Examine the game for saddle point under the following
orderings of its slements : .
(Blay2an2a2a; (b a4y S 12 S 81 S &y (i) 812S Bop < 841 < 8y (iv) 22 S 811 S 812 < B2y

8. For a two-person zero-sum game, the payoff matrix for player Ais [:;: :;:]wlm no saddle point. Obtain the optimal
strateglas () , X) and (1 , yo) respactively.

Note. Students are advised 10 solve 2 x 2 games without saddie point by originally constructing the relationship for both the
players instead of using the formulae (9-40), (9-41), (9-47), (9-48) and (9.49) directly.

9-13-1, Arithmetic Method for (2 x 2) Games

Arithmetic method provides an easy technique for obtaining the optimum strategies for each player in (2 x 2)

games without saddle point. This method consists of the following steps :

Step 1. Find the difference of two numbers in column I, and put it under the column 1I, neglecting the
negative sign if occurs,

Step2. Find the difference of two numbers in column II, and put it under the column I, neglecting the
negative sign if occurs.

Step3. Repeat the above two steps for the two rows also.
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The values thus obtained are called the oddments. These are the frequencies with which the players must
use their courses of action in their optimum strategies.

The above steps can be explained by the following example :

Example 8. Two players A and B without showing each other, put on a table a coin, with head or 1ail up.
A wins Rs. 8 when both the coins show head cnd Re. | when both are tails. B wins Rs. 3 when the coins do not
match. Given the choice of being matching plaver (A) or non-matching player {B), which one would you
choose and what would be your strategy ?

Solution. The payoff matrix for A is found to be _ Player B
Since no saddle point is found, the optimal strategies will be H T
the mixed strategies. " 4 4 _4
Step1. Taking the difference of two numbers in column §, we H -3 11+4 15
find 8 — (- 3) = 11, and put it under column IL. Player A . T
Step 2. Taking the difference of two numbers in column II, we T3 " 1H+47 1

find (— 3 — 1) = — 4, and put the number 4 (neglecting the
- ve sign) under column L
- Step 3. Repeat the above two steps for the two rows also.
Thus for optimum gains, player A must use strategy H with probability 4/15 and strategy T with
probability 11/15 , while player B must use strategy H.with probability 4/15 and strategy T with
probabiltiy 11/15.
Stepd. To obtain the value of the game any of the following expressions may be used.
Using B’s oddments : i

B plays H, value of the game, v = Rs. Ax8+11x(=3)_p. (_ %]

1t +4

B plays T, value of the game v =Rs. AxEN+xl, Rs, (— LJ-

It+4 15
Using A’s oddments : *
A plays H, value of the game, v =Rs. é%ﬁ(—” =Rs. |- I_IS'
_ 4x(=3)+11x1_ __L.
A plays T, value of the game, v =Rs. e TR L s

The above values of v are equal only if the sum of the oddments vertically and horizontally are equal.
Cases in which it is not so will be discussed later. .
Thus the complete solution of the game is : (i) optimum strategy for A is (4715, 11/15) . and for B is
(4715,11/15) . : :
" (ii) value of the game to A isv=Rs. (— 1/15) andto B is 1/15 .

Thus, player A gains Rs. (- 1/15), i.e., he loses Rs. (1/15) which B, in tumn, gets.
Note. Anthmetic method is easier than the algebraic methed but it cannot be applied to targer games.

EXAMINATION PROBLEMS
Solve the following 2 x 2 games without saddie points :
1, B 2, B 3. B - 4, B
51 6 -3 25 -4 6
A3 Y A5 73] 73] A2

[Ans. 1.(1/5, 4/5), (3/5, 2/5), v=17/5] 2..(1/4, 3/4) for both player, v= - 3/4] 3. (4/7, 3/7),(2/7,5/7), v=28/7

4.(1/3, 2/3), (3/5, 2/5), v=0]
8 8 .
3 -2 2 5 4 —4
‘[-2 3] A[4 1] [-4 4]
[Ans. (172, 1/2), (172,1/2), v=1/2] ‘ [Ans. A(1/2,1/2), B(1/2,1/2), v=0]

8. Two players A and Bmatch coins. If the coin match, then A wins ona unit of value, if the coins do not match, then B wins
ona unit of valua. Determine optimum strategles for the players and the value of the game.
B

H T
H

[Hint. Formulation of the gamae is : A T[t : : 1] [Ans. (1/2,1/2), (172, 1/2), v=0]
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9. Aand B each take out ong or two matches and guess how many matches opponent has taken. If one of the players
guess corractly then the looser has to pay him as many rupses as the sum of the numbers held by both players.
Otherwise, the payout is zero. Write down the payoff matrix and obtain the optimal strategies of both players.

B

1

[Hint. Formutation of the game is : A ;[ 2 ¢ ] (Ans. (2/3, 1/3), (2/3,1/3), v=4/3]
10. In a game of matching coins with two playars, suppose A wins one unit of value whan there are two heads, wins nothing
whaen there are iwo tails, and loses 1/2 unit of value when thers are one head and one tail. Daetermine the payoff matrix,
the best strategies for each player, and the value of tha game to A.
B

H T
[Hint. Formulation of the game is : A H 1o-te [Ans. (1/4, 3/4), (1/4,3/4), v=—1/8
Ti-1& 0

11. Consider a modified form of ‘matching biased wins' game problem. The matching player is haid eight rupees If the two
wins turn both heads and one rupeeif the two wins tum both tails. The non-matching player is paid three rupees when the
two wins do not match. Given the choice of being the matching or non-matching playar, which one would you choose and

what would be your strategy ? {IAS (Maths. 97]
12. Solve the following game and determine the value of the game :
PlayerY
Strategy | Strategy 2
1 4
Player X Stratcgy !
Strategy 2 2 3

[Allahabad (M.B.A.) 98]

[Ans. The optimum strategies for the two players are ; :
Sx = (1/4, 3/4) and Sy = (1/2, 1/2) and the vaiue of game = 10/4.]

9-14 PRINCIPLE OF DOMINANCE TO REDUCE THE SIZE OF THE GAME

For easiness of solutions, it is always convenient to deal with smaller payoff matrices. Fortunately, the size of
the payoff matrix can be considerably reduced by using the so called principle of dominance. Before stating
this principle, let us define a few important terms.

Inferior and Superior Strategies. Consider two n-tuplesa=(a; ,a;, ...,a,)andb=(b; by, ... ,b,). If
a;2b; for all i=1,2, ..., n, then for player A the strategy corresponding to b is said to be inferior to the
strategy corresponding to a; and equivalently, the strategy corresponding to a is said to be superior 1o the
strategy corresponding to b, .

For player B, the above situation will be reversed, because player A's gain-matrix is player B’s
loss-matrix. .

Dominance. Ann-tuple a=(ay, as, ..., a,) is said to dominate the n-tupleb = (b, , b; , ..., b,) ifa; 2 b; for
alli=1, 2, ..., n. The superior strategies are said to dominate the inferior ones.

Thus a player would not like to use inferior strategies which are dominated by other’s. Now we are able to
state the principle of dominance as follows :

Principle of Dominance. If one pure strategy of a plaver is better or superior than another one
(irrespective of the strategy emplayed by his opponent), then the inferior strategy may be simply ignored by
assigning a zero probability while searching for optimal strategies.

Theorem 9.4 (Dominance Property). Let A = [vy] be the payoff matrix of an m X n rectangular game. If
the ith row of A is dominated by the rth row of A, then the deletion of ith row of A does not change the set of
optimal strategies for the row player (player A). - .

Further, if the jth column of A dominates the kth column of A, then the deletion of jth column of A does not
change the set of optimal strategies for the column player (player B).

Proof. Given that

viSvgforallj=1,2, ., n andv;# Vi for at least one j (1)

Lety*=(»"*,y,*,....y,") be an optimal strategy for the column player B. It follows from (1) that
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n n
SRV < E vyt or Eleny") < Efe,y)

vZE(e,y") > E(e,y") -(2)
Now let x* = (x;* , x3* , ... , x,,*) be an optimal strategy for the row player. If possnblc let us suppose
x;* > 0, then from (2) x*v > x*E(e,¥")
Also, we have v=E{x*,y*)= El x* E(e,¥%)
=

=x*E(er,¥*) + 252 E(e,¥%)
iy

<x, v+Zx v-vEx =v (.'..Elx,-“=l)
#r i= i=
which is a contradiction, and hence x* =0.
Second part can also be proved similarly.

9.141 Genera!izéd Dominance Property

The dominance property is not only based on the superiority of pure strategies only, but on the superiority of
some convex linear combination of two or more pure strategics also. A given strategy can also be said to be
dominated if it is inferior to some convex lincar combination of two or more strategies. This concept
generalizes the above dominance principle in the following theorem.

Theorem. 9-5 (Generlized Dominance). Let A = [v;] be the pay-off matrix of an m x n rectangular
game. If the ith row of A is strictly dominated by a convex combination of the other rows of A, then the deletion
of the ith row of A does not effect the set of optimal strategies for the row player (the player A).

Further, if the jth column of A strictly dominates a convex combination of the other columns, then the
deletion of the jth column of A does not effect the optimal strategies for the column player (the player B).

Proof. Let A = [v;] be the payoff matrix considering the first part, we are given that there exist scalars
(probabilities) x; , x3, ... , Xz, (0 S x; €1, x,=0, Zx; = 1) such that

m

i=l?i¢rxiv'j 2 vy, forj=1,2,...,n

or : El v 2 v, forj=1,2,...n ¢ x=0) 1)
i=

where strict inequality holds for at least one j.
Lety* = (»1* . »* . ..., y»*) be an optimal strategy for player B. Then it follows from (1) that

Vv, VT < Vi X; ¥
PR =R =T A

n m
or E (er ,y*) < Z] _EIV,}'XI' yj* v ...(2)
Ij= 1=
Letx* = (x;*, x;*, ..., X, ) be an optimal strategy for player A.

If possible, let us suppose that x,* = 0 .From (2), we know that E (e, , y*) <v.
Then since x,* 2 0, we musthave x,*E (e, , y*) < x;* v.

Thus E (x*, "‘)- E Z Vi x*y*=x* E(e,,y*)+ iEr x* E(e,y"%)

m
This implies v<x*vev I x*F = v _le,-* =v which is a contradiction.
i#r =
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Hence we must have x,* = 0. This completes the proof for the first part.

Similarly, we can prove the second part.
Remarks:

1.

2.

If vi= %’ xpviforalt j=1,2, .., n; the result follows trivially, for then any probability assigned to the rth row can be

easily distributed over the other rows, and rth row itself is ignored.
It should also be noted here that the dominating column is deleted whereas the row dominated by a convex combination
of other rows is deleted.

9-14-2. Summary of Dominance Rules

The “dominance property” can be summerized in the following rules ;
Rule 1. If each element in one row, say rth of the payoff matrix [v;], is less than or equal to the corresponding

element in the other row, say sth, then the player A will never choose the rth strategy. In other words,
if forall j=1,2, .., n, and v,; € v; , then the probability x, of choosing rth strategy will be zero. The
value of the game and the non-zero choice of probabilitics remain unaltered even if rth row is deleted
from the payoff matrix. Such rth row is said to be dominated by the sth row.

Rule 2. Following the similar arguments, if each element in one column, say C, , is greater than or equai to the

corresponding element in the other column, say C,, then the player B will never use the stategy
corresponding to column C, . In this case, the column C, dominates the column C,.

Rule 3. Dominance need not be based on the superiority of pure strategies only. A given strategy can be

dominated if it is inferior to an average of two or more other pure strategies. In general, if some
convex linear combination of some rows dominates the ith row, then the ith row will be deleted. If the
ith row dominates the convex linear combination of some other rows, then one of the rows involving
in the combination may be deleted. Similar arguments foliow for columns also.

Ruled, If (x;, x7) be the optimal strategy for the player A for the reduced game and (w, , x3) be the optimal

strategy for the original game, then w) is the ith place extension of x, .

Rule 5. If (y, , ¥;) be the optimal strategy for the player B for,the reduced game and {y, , w;) be the optimal

strategy for the original game, then w; is the jth place extension of y, .

Rule6. If the dominance holds strictly, then values of optimal strategies do coincide, and when the

dominance does not hold strictly, then optimal strategies may not coincide.

Note. Using dominance properties, try to reéduce the size of payoff matrix,
9-14-3. Demonstration of Dominance Properties by Examples
1. To illustrate first and second properties, consider the example of Table 911
(3% 3)game [Table 9-11]. B

It is clear that this game has no saddle point. However, consider Ist and

I II Il

Ilird columns from player B’s point of view. It is seen that each payoff S 6 3
(element) in Illrd column is greater than the corrresponding element in Ist A Illl] “3 :i :
column regardless of the player A’s strategy. Evidently, the choice of ITlrd
strategy by the player B will always result in the greater loss as compared to Table 912
that of selecting the Ist strategy. The column III is inferior to I as never to-be B
used. Hence, deleting the Illrd column which is dominated by I, the ! 1]
reduced-size payoff matrix (Table 9-12 }is obtained. ! -4 6
Again, if the reduced matrix (Table 9-/2) is looked from player A’s point 4 I =3 =3
of view, it is seen that the player A will never use the II strategy which is m 2 -3
dominated by III. Hence, the size of matrix can be reduced further by deleting Table 913
the Il row (Table 9-12). This reduced matrix can be further reduced by deleting JI B
row as shown in Table 9-13. The solution of the reduced 2 x 2 matrix game 1 I
without saddle point can be easily obtained by solving the following [ p p

simultaneous equations in usual notations :
—4X| +2x3=v,6x1 —3x3=v,x3+x] =1 (FOI'A)
and —4y1+6y2=v, 2y, = 3y;=v,y, +y, = | (For B)

1
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Itis advisable to verify the solution :
(i) The player A chooses mixed strategy (x; , x; , x3) =(1/3,0,2/3)
(i} The player B chooses mixed strategy (y; , y2, y3) =(3/5,2/5,0)
(iii) The value of the game is zero, i.e., the game is fair.
Q. 1. Explainthe term 'saddie point’ and ‘dominance’ used in game theory. ' [Ra). Univ. (M. Phil) 89]
2. Wiite short note on 'concept of dominance’. [Kanpur M.Sc (Math.) 93]
3. Explain the concept of generaiized dominancy in the context of game theory.
i [Kanpur M.Sc. (Math.) 97; Delhi M.Sc. (Stat.) 95]
4. Briefly explain the general rules for dominance. [JNTU (B. Tech.) 2004, 03] Table 914
- B
2. To illustrate the third property, consider the following game matrix ! 2 3
[Table 9-14] 4 é fi g g
None of the pure strategies of the player A is inferior to any of his other 3 2 3
pure strategies. However, the average of the player A’s first and second pure
strategies gives
glcsg 5-1 0+8 2+6 044 Table 815
2'2'2}"’("} : t 2 3
Obviously, this is superior to the player A's third pure strategy. So the |- 5 0 2
third strategy may be deleted from the matrix. The reduced matrix is shownin iy 8 6
Tabie 9-15.
Q. 1. Explain the foltowing terms ;
(i) Two-person zero-sum game, (i) Principle of dominance, (iii} Pure strategy in game theory. [Agra 94)
How is the concept of dominance used in simplifying the solution of a rectangular gama ? [Meerut (OR) 2003]
Explain the principle and rules of dominance to raduce the size of payoff matrix. [VTU (BE Mech.) 2002]

State the general rules of dominance for two person zero-sum games.

om LN

Let Ay , Az be the subsets of the rows of an m x n payoff matrix A. Likewise, let €, , C, be the subsets of the columns of

A. Show that if a convex combination of the rows (columns) in Ry (Cy} dominates a convex combination of the rows

{columns) in Az (Cz), Then there axists a row (column) in R, (C;) which, if deleted, does not change the set of optimal

strategies for player A (player B).

Showthat the existence of a saddle point in 2 x 2 game implies the existence of a dominating pure strategy for at least
of the players and conversely.

Solved Examples

xample9. Solve the game whose payoff matrix to the player A is given in the table ;
B

1l

I

1
1 1 7 2
A I[_ 6 2 7
m 5 2 6
- [Rohit 91)

Solution. Since the row III is inferior to the row II, row III can be Table 9.16
deleted from the payoff matrix. Thus the reduced matrix (Table 9-16) is B
obtained. 1 nm

Again, column III is dominated by column I, therefore column ITI can A | 1 17
also be deleted from the above matrix. The reduced matrix is given in (Table my 61217
9-17).

This 2 x 2 game without saddle point can be solved either by putting Tab'?'"
viu=1,v;3=7,v5; =6, v3p=2 in the formulae of Sec. 9-13, or by solving o) G
the simultaneous equations : ' 1 1l

lxy +6x,=v, Tx; + 2x3=v, x; +x, = | (For player A) - A ((;.))]1[ ; ;

2

Iy +7y2=v,6y1+ 2y, =v,y +y:= 1 (Forplayer B)
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Thus the following solution is obtained :
{i) The player A chooses optimal strategy (x, , x3 , x3) = (2/5.,73/5,0).
(i), The player B chooses optimal strategy (y, , yz, ¥3) =(1/2, 1/2,0).

jii) The value of the game to the playerAisv=4.
‘Example 10. Use the relation of dominance to solve the rectangular game whose payoff matrix to A is

giteninTable 9-18. [Raj. (M.Phil) 92; Delhl B.Sc. (Math) 83; .C.W.A. (June) 92]
‘ Table 918
B

1 il m v v VI

1 0| o 0 0 0 0

i} 4 | 2 0 2 1 1

11 4 3 1 3 2 2

A W 3 3 7 5 1 3

v 4 3 q -1 2 2

vl 4 3 3 —2 2 2

Solution. In the payoff matrix from player A’s point of view, rows I and I are dominated by the row III.
Hence the player A will never use strategies I and II in comparison to the strategy ITI. Thus, deleting I and I
rows we obtain the reduced matrix (Table 9-19).

Table 9-19
1 n m v v vl
o 4 3 ] 3 2 2
v 4 3 7 -5 1 2
v 4 3 4 -1 2 2
Y 4 3 3 -2 2 2 :
Again, from the player B’s point of view, columns I, II and VI are dominated by the column V. Therefore,
the player B will never use strategies I, IT and VI in comparison to the Table 9-20
strategy V. Now, delete columns I, II and VI from the matrix to obtain the B
new matrix (Table 9-20). m v v
Again the row VI is dominated by the row V from the player A’spoing ! 3 2
of view. Hence, deleting VIth row, obtain the next reduced matrix. A Y 1 =3 L
[Table 9-21] w 1
None of the pure strategies of the player Bis inferior to any of his other
strategies. However, the average of player B's IIl and IV pure strategies Table 821
gives, I:l v v
et e I ol S o
which is obviously superior to the player B’s Vth pure strategy, because ¥ 4 =1 2
Vth strategy will result much more losses to B. Thus deleting the Vth -
strategy from the matrix, the revised matrix (Table 9-22), is obtained : Table 9.22
Also, the average of the player A’s Il and IV pure strategies give B
b.'_?_ ﬁ or (4,-1. . 11| v
2 ' 2 ’
This is obviously the same as the player A’s Vth strategy. A- :;I .], - :
In this case, the Vith strategy may be deleted from the matrix. Finally, v ] 1
(2 x 2) reduced matrix (Table 2.23) is obtained. Table 923
Now, for (2 x 2) game, having no saddle point, solve the following B
simultaneous equations : - o9
lxs+Txg=v,3x3~5x3=v,x3+x3=1(ForA) )1 v
l.y3+3y4=v, 7y3-5y4=v,y3 +ys= 1 (ForB) A (x3} I 1 3
The solution is : IV |7 -5

(i} Theplayer A chooses the optimal strategy (0,0, 6/7, 1./7, 0, 0).
(ii) The player B chooses the optimal strategy (0, 0, 4/7, 3/7, 0, 0).
(iif) The value of the game to player A is 13/7 .
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Example 11. Two competitors A and B are competing for the same product. Their different strategies are
given in the following payoff matrix:

Table 9-24 (a)
Company B

I It 11 v

| 3 2 4 0

I 3 4 2 4

Company A 1 4 2 4 0

v aQ 4 0 8

use dommance principle to find the optimal strategies. : [JNTU (B. Tech.) 2003 Type; Meerut 02;

Delhi (Stat.) 95, B.Sc. (Math.) 90; Rohilkhand 94, 93; Banasthali 93; Kanpur 93]

Solution. First, we can find that this game does not have a saddle point. Now try to reduce the size of the
given payoff matrix by using the pnncuplc of dominance.

From the player A’s point of view, Ist row is dominated by the IIIrd

row, So delete Ist row from the matrix [Table 9-24 (a)]. Table 98'24 ®)

Again, from the player B’s point of view, 1st column is dominated by n m v
the IlIrd column. Hence, Ist column may also be deleted from the matnx n 3 2 3
Thus, the reduced payoff matrix [Table 9-24 ()] is obtained. A I 2 4 )

In order to check the further reduction of this reduced matrix, the v 4 0 8
average of the player B’s IIl and IV pure strategies give

2+4 4+0 048 @.2,4) Table 9-25
i 2 T2 T2 B

which is obviously superior to the player B’s II pure sirategy. Under this m v
condition, the player B will not use I strategy. Hence, II column may be H 2 4
deleted from the matrix, Thus, new matrix (Table 9-25), is obtained. A m

Again, in the new matrix, the average of the player A’s IIl and IV pure v 5 .
strategies give _

% o_;g o (2,4) Tablegzs
which is obviously the same as the player A's I1 strategy. Therefore, the player A M) 0w
will gain the same amount even if the II strategy is never used by him. Hence m Iv
deleting the player A’s II strategy from the matrix to obtain the reduced (2 x 2)
matrix (Table 9-26). A m o ME] 4]0

Since this (2 x 2} payoff matrix has no saddle point, solve the snmultaneous 4% IV | 0 |8
equations :

4x+0xs=v,0x3+8xy= v, x5+ x4 =1 (Forplayer A)
4y3+0yy=v,0va+8yy=v, y3+y4 =1 (Forplayer B)
to get the solution :
(i) Optimal strategy for the playerA = (x; , x5, x3, x) — (0,0,2/3, 1/3)
(ii) Optimal strategy for the player B= (y; , ¥2, ¥3, y4) ={0,0, 2/3, 1./3).
if) The value of the game to the playerAisv=8/3.

Example 12. Solve the following game using dominance principle :
Player 8
I [ n v v
t |3 5 4 9 6
PlagerAa N1 |5 6 3 7 8
m|8 7 9 8 7
v |4 2 8 5 3

Solution. In the given payoff matrix, IVth column dominates the Ist column and also Vth column
dominates the IInd column. So Ist and IInd columns can be deleted without affecting the optimal strategies of
B. Thus we get the reduced payoff matrix (a).
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Again, we observe that HIrd row of the reduced matrix dominates all the other rows. Thus the payoff
matrix (b) is obtained. '

Again, the IInd column of (b) is dominated by both the Ist and IlIrd columns. Thus the reduced payoff
matrix (c) is obtained.

B
[ ] 1]
A |Ix g g ; 1 I m 1
w8 7 9 m{sl7]9] m
IV |4 2 3 (b {©)

Thus the solution to the game is:
{i) best strategy for player AisIII; (ii) best strategy for player B is If; and
{iii) value of the game for player A is 7, and for player Bis - 7.

Note. If we apply principle of dominance to the payoff matrix having a saddle point, then we geta single element reduced matrix
only. So the students are advised 1o use the principle of dominance for solving the gamas without saddle point until
unless otherwise stated. -

EXAMINATION PROBLEMS
n the principle of dominance and hence the folfowing games :
B

1. Player B _ 4 3.
| S I I} 1 nm 1w
il 8 & t|-5 3 1 20 8 15 -4 -2
Player A 2[ 4 12 2 ] A2 5L 4 6 19 15 17 16
3} -4 2 0 -5, 0 20 15 5
[Ra]. Univ, (M. Phil) 50] [Delhl. (OR.) 95]
ns. (I, 1); (L 1I); v=6] [Ans. (2, 1)), v=4]
. B 5. 8
. 2 3 12 1 8 4
Al3s2 2 0 AlB 4 5
172 1 1 [V} 1 2
[Ans. (1/4, 0, 3/4) for both players, v=7/8B]
6. Use dominance principla to reduce the following games fo 2 x 2 games and hence solve them.,
@2 o 3 @ (1 -1 0 s s % o) [ 3 -2 4
3 -1 1 -6 3 -2 7 4 5 it -1 4 2
5 2 -1 8 -5 2 6 5 6 1l 2 2 6
[Delhi B.Sc. {(Math,) 91)

[Ans. (1}(1/2, 0, 1/2), (2/3,1/3,0), v=0 , (ii}(0, 7/12, 6/12), (0, 1,3, 2/3), v=—-1/3.
{(H) (174,174, 0,0), (0, 3/4, 1/4), v=23/4, {iv}(0, 0, 1), (2/5 ,3/5,0), v=2].

7. B B B & By

AT 4 4 2 -4 -6

8 6 8 -4 0

A1 10 2 4 10 12

[Ans, A(0, 4/9,5/9), B(0,7/9,0,2/9, 0) = v=34/9]
8. Following is the payoff matrix for player A : Player B8

2 4 3 B 4
5 6 3 7 8
Player A & 7 9 8 7
4 2 8 4 3

Using dominance propertias, obtain the optimum strategies for both the players and determine tha value of the game.
{Ans. (il 1), v=86 for A]
Note. Also, without using dominance property saddie point {6) exist in this problem.

9. Aand Bplay a game in which each has three coins, a 5 p., a 10 p., and a 20 p. Each selects a coin without the knowledge
of the others choice. If the sum of the coins is an odd amount, Awins 8's coln; if the sum is evan Bwins A's coin. Find the
best strategy for each player and the value of game. [Kanpur 2000, 7]
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10.

".

12.

13.

14,

15.

[Hint. Formulation of the game is as follows : B
‘ 5P WP 20P
A 5P| -5 10 20

0P| 5 -10 -10

20P 5 -20 -20
[Hint. Reduce this gams to 2 x 2 using dominance. Il row is dominated by I, then HI column in dominated by II).
{Ans. (1/2,1/2,0), (2/3,1/3,0), v=0].

In a small town there are two discount stores ABC and XYZ, Strategles of XYZ
They are the only stores handie sundry goods. The total Press  Radio  Television
number of customers is equally divided between the two,

because the price and quality of goods sold are equal. Both Strategles  Press 30 40 -80
stores have good reputations in the community, and they of ABC Radio 0 15 -20
render equally good customer services. Assume that a gain Television 90 20 30

of customers by ABCls a loss to XYZ, and vice-versa.

Both stores plan to run annual pre-diwail sales during the first week of October. Sales are advertised through the
newspaper, radio and television media. With the aid of an advertising fiem, ABC store constructad the same matrix

below {(Figures in the matrix reprasent a gain or loss of customer). Find the optimal strategies for both stores and

value of the game.

[ Hint. Use dominance to reduce the size 10 2 x 2 gama.

m'{Prnss Radio Tvl Prass Radic T.V. ,v=24]

g

73

/5 0 4/5 0 13415 2/15

(Medla Problem). Consider paycff matrix for two firms. What is the best mixed strategy for both the firms
and also find out the value of the game 7

Firm I
No advenising Medium advertising Large advertising
. No advertising 60 50 40
Firm 1 Medium adversiging 70 70 50
Large adventising 80 60 75

{Delhi (M.Com.) 90 Type]
[Hint. Use dominance to reduce itto 2 x 2 form, then solve]. -
[Ans. (0,3/7,4/7),(0,5/7, 2/T), v=150/7] 1 7 2
Expiain the terms ‘Saddle point’ and ‘Dominance’ in connection with the theory of games. Show [0 2 7}

that if dominance occurs in the payoff matrix of 2 x 2 game, then there is a saddla point. is the 5 2 8
converse true 7 Solve the game whose payoft matrix is as given below.

[Hint. Use dominance to reduce it to 2 x 2 form, then solve). [Raj. (M. Phli.) 83. 92]

Given the payoff matrix for player A, obtain the optimum strategies for both the players and determine the value of the

game. [yammu (M.B.A.) Jan. 58]
. Player B

6 =3 7

Player A[ _a by 4

[Ans. Optimum strategles for players A and Bwill be as follows :
Sa=[14, 3/4] and Sy =1[14, 374, 0]

Expsacted value of game = %.]

Als paid Rs, 8-00 If two coins turn both haads and Re. 1.00 if two coins turn both taifs. B1s paid Rs. 3-00 when the two
coins do not match. Given the choice of being A or B, which one which one would you choose and what would be your
strategy 7 [Dethl (M.B.A.) March 99]

{Ans. Mlmacl;strmaﬁmuu'e»\[5 15] B(%:_s and the expected value of the game s :
4 11 4 4 11 11 1

v={8p-3(1-plq+{-3p+(1-p)(1-q)={8x 3z~ 3x—} 15 { IXTE+T } X785 =~ 1)

Even though there are several manutacturers of scooters, lwoﬂmxswlhbmnchnamas.lanalnand Praja, control their
market in Westem India. If both manufacturers make model changes of the same type for this market segment in the
same year, their respactive market shares remain congtant. Likewise, if neither makes model changes, then also their
market shares ramain constant. The pay-off matrix in terms of increased decreased perceniage market share under
different possible conditions is given below :

Praja
No change Minorchange ~ Majorchange
Nochange 0 —4 -10
Janata Minorchange 3 0 5
Majorchange 8 ] 0
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16.

17.

18.

OPERATIONS RESEARCH AND ENGINEERING MANAGEMENT

(i) Find the value of the game.
(i) What change should Janata consider if this information is available only to itself ? [Rajasthan {M. Com.) 98]
[Ans. The optimum strategies for the two players are :

Sa=(0, 1/6,5/8]andSp = [0, 5/8, 1/6]
() Janata may consider to have minor change with probability 5/6 and of major change with probability 1/6.)
In a smail town, there ar only two stores that handle sundry goods—ABC and XYZ. The total number of customers is
equally divided between the reputation in the community, and they render equally good customer service, Assume that a
gain of customers by ABC s a loss to XYZand vice varsa. Both stores plan to run annual pro-diwali sales d::ring the first
weak of November. Salas are advertised through a local newspaper, radio and television media. With the aid of an
adverﬁslng) firm store ABC consireted the game matrix givan below. (Figuras in the matrix raprasent a gain or loss of
customaers).

Strategy of XYZ
Newspaper Radio Television
Newspaper 30 40 -80
Strategyof ABC  Radio 0 15 -20
Television 90 20 50

Determine optimum strategies and the worth of such siratagies for both ABC and XYZ.
[A.l.M.A. (P.G. Dip in Management), Dec. 96]

Two breakfast food manufacturers, ABC and XYZ are competing for an increased market share. The pay-oft matrix,
shawn in the following tabla, shows the increase in market share for ABC and decreass In market share of XYZ,
XYZ
ABC Give coupons Decrease price Maintain present Increase advertising
- strategy

Give coupons 2 -2 4 1

Decrease price 6 1 12 3

Maintain present strategy -3 2 0 6

Increase advertising 2 -3 7 1
Simplyfy the problem by the rule of dominance and find optimum stratagles for both the manufacturers and value of the
game. [Dsihi (M.B.A.) Deac. 95)

[Ans. The optimum strategies for both the manufacturers are that manutacturer ABC should adopt stratagy ‘decrease
price’ 50% time and strategy maintain present strategy 50% time. Similarly, manufacturer XY2 should adopt strategy
‘give coupons 10% times and strategy ‘decrease price’ 90% times. The value of the game will be in favour of
manufacturer ABC and increasa in market share would be 3.5.]

Two firms are competing for business under the conditions so that one firm's gain is another firm’s foss. Firm A’s pay-off
matrix is given beiow :

FirmB
No Medium Heavy
advertising advertising advertising
No advertising 10 5 -2
FirmA  medium advertising 13 12 15
Heavy advertising 16 14 10
Suggest optimum strategies for the two firms and the net outcome thereof. [Dethi (M. Com.) 84]

A steel company ls negotlating with its union for revision of wages to its employeas. The management, with the help of a
mediator, has prepared a pay-off matrix shown below. Plus sign reprasents wages increase, while negative sign stands
for wage decrease. Union has also constructed a table which is comparable to that developed by management. The
management does not have the specific knowledge of game theory to select tha best strategy or (strategies) for the firm.
You have to assisi the management on the problem. What gama value and stratagies are available to the opposing

group ? :
Additional ocst to Settl Co. (Rs.)
Union strategles

U L, U Uy
G +2:50 +2.70 +3-50 -020
Steel Co. strategies C2 | +2:00 +160 +0.80 +080
Gy +1-40 +1:20 + 150 +1.30

Ca +3.00 +1-40 +1-90 0

[Delhi (M.B.A.) Nov, 98]
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[Hint. Since the company represents the ‘minimizing player' and the union of the ‘maximizing player’, the given pay-oft
matrix is recast as follows by interchanging rows and columns., ) o

Company strategies
G G G Ca
U, 2-50 200 1-40 3.00
Union strategies U/, 270 1-60 . 120 140
L 350 0-80 1.50 1-90
Uy =020 0-80 1-30 0
[Ans. Optinmmstrateqyformeoompanyis‘(o.%,%,OJ;formeunionitls(%.o.%.o)mdﬂngamovaiue is
71% {representing increased wages). B
1 2 3
20. Consider the game 1 s 50 30
A 2 1 1 0.1
Verily that the strategies (1/6, 0, 5/6) for player A and (49/54, 5/54, 0) for player B are
optimal and find the value of the game, {INTU (B. Tech.) 2003) L I T N

9.15. GRAPHICAL METHOD FOR (2 x n) AND (m x 2) GAMES

The optiinal strategies for a (2 x n) or (m x 2) matrix game can be located easily by a simple graphical
method. This method enables us to reduce the 2 X 1 or m X 2 matrix game to 2 x 2 game that could be easily
solved by the earlier methods.

If the graphical method is used for a particular problem, then the same reasoning can be used to solve any
game with mixed strategies that has only two undominated pure strategies for one of the players,

Optimal strategies for both the players assign non-zero probabilities to the same number of pure
strategies. It is clear that if one player has only two strategies, the other will also use two Strategies. Hence,
graphical method can be used to find two strategies of the player. The method can be applied to 3 X 7 or m x 3
games also by carefully drawing three dimensional diagram.

9-15-1. Graphical Method for 2 x n Games Table 9.27

Consider the (2 x n) game, assuming that the game does not have B

a saddle point. RIS
Since the player A has two strategies, it follows that 5 B B .. 8

x3=1=-x;,x 20, x,20. Thus, for each of the pure strategies A Tt A v v ovis oy,

available to the player B, the expected payoff for the player A, l-xi Ay vy vy vy .. .,

would be as follows :
This shows that the player A’s expected payoff varies linearly with x; .

According to the maximin criterion for mixed Table 9.28}
strategy games; the player A should select the value| #s Pure Strategies _ A’s Expected Payoff E; {x;)
of x| so as to maximize his minimum expected B, vigxy vz (L =2y = (v = vy) oy + vy
payoff. This may be done by plotting the following B iz v (L-x) = (vi2 - o) xp + vy
straight lines : : : : :
B, Vinkl + V2 (1 —x.)z(v;,-v;g) X+ vy,

Ej(x)) = (vi1 — va1) x; + vy
Exx) =iz~ v) x + vy

E(x)) = (vjy = v2p) X +vy, _
as functions of x; . The lowest boundary of these lines will give the minimum expected payoff as function of
i . The highest point on this lowest boundary would then give the maximin expected payoff and the optimum

value of.r1 =x *).

Now determine only two strategies for player B corresponding to those two lines which pass through the
maximin point P (Fig. 9-1). This way, it is possible to reduce the game to 2 x 2 which can be easily solved
either by using formulae given in Sec. 913 or by arithmetic method.
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Outlines of Graphical Method :
To determine maximin value v, we take different values of x, on the horizontal line and values of E(x;) on

the vertical axis. Since 0<x;<1, the straight line E;(x;) must pass through the points
{0, E(0)) and {1, E(1}}, where E{0) =vy and E(1)=v,;. Thus

the lines Ej(x)) = (v; — vy)) X) + vy;forj=1,2,..,n canbe drawn Va3

as follows :

Step 1. Construct two vertical axes, axis 1 at the pointx; =0 and V2, ¥
axis 2 atthe point x; = 1. \ /

Step2. Represent the payoffs vy, j=1,2,..,n on axis 1 and Va2 Viz
payoffvy;,j=1,2,..,n onaxis2.

Step 3. Join the point representing vi; on Axis 2 to the point I > e x=1
representing v,; on axis 1. The resulting straightline isthe | Vi1
expected payoff line E{x;),j=1,2, ..., n. Maximinp

Stepd. Mark the lowest boundary of the lines E{x;) so plotted, by vz, v
thickline segments. The highest point on this lowest Lowest
boundary gives the maximin point P and identifies the two boundary Vi

critical moves of player B.
If there are more than two lines passing through the maximin ~ Fig- 9.1 Graphical solution of 2xn games.
point P, there are ties for the optimum mixed strategies for player B. Thus any two such lines with opposite sign
slopes will define an alternative optimum for B.

9.15-2. Graphical Solution of mx 2 Games

The (m x 2) games are also treated in the like manner except that the minimax point P is the lowest point on the
uppermost boundary instead of highest point on the lowest boundary.

From this discussion, it is concluded that any (2 X n) or (m X 2) game is basically equivalent to a (2 x 2)
game, :

Now each point of the discussion is explained by solving numerical examples for (2 X n) and (m x 2)
games. 4

Q. Explain the graphical method of solving (2 x n) and (m x 2) games.

Example 13. Solve the following (2 x 3} game graphically.

Table 5-29
» Y »
I 1 1
4 x I i 3 il
1-x I F} 5 2

[VNTU {Mech. & Prod.} 2004, 03, 02; Agra 99; Delhi B.Sc. {Math) 91]
. Solution. This game does not have a saddle point, Thus the player A’s expected payoff corresponding to
the player B’s pure strategies are given (Table 9-30).
Three expected payoff lines are : ‘
Ex)=—Tx +8, E(x)=—2x,+5 and E(x|)=9x +2
- and can be plotted on a graph as follows [see Fig. 9-2]

Table 930
B’s Pure Strategies A’s Expected Payoff E (X))
1 Ex)=1x+81-x)=-Tx +8
] E(x)=3x,+5{l ~x))== 25, + 5
Bii] E(xy) = 11x; + 201 —x;) =9, +2

First, draw two parallel lines one unit apart and mark a scale on each. These two lines will represent two
strategics available to the player A. Then draw lines to represent each of player Bs strategies.
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For example, to represent the player B’s Ist strategy, join
mark 1 on scale I to mark 8 on scale II; to represent the player
B’s second strategy, join mark 3 on scale I to mark 5 on scale
11, and so on. Since the expected payoff E(x;) is the function
of x, alone, these three expected payoff lines can be drawn by ¢
taking x, as x-axis and E(x,) as y- axis. A

Points A, P, B, C on the lowest boundary (shown by a 7
thick line in Fig. 9-2) represent the lowest possible expected 6
gain to the player A for any value of x; between 0 and 1. G
According to the maximin criterion, the player A chooses the . .
best of these worst outcomes.

Clearly, the highest point P on the lowest boundary will :
give the largest expected gain PN to A, So best strategies for @
the player B are those which pass through the point P. Thus, it
the game is reduced to 2 X 2 (Table 9-31). -

Now, by solving the simultaneous equations

3 + 5=y, llg+2g=v, x+x=1 (For playerA) I

3y, + llys=v, Sy +2y3=v, y2 +y3 =1 (Forplayer B)  Fig.9.2 Graphical representation for soiving
the solution of the game is obtained as follows : (2 x n) game.

Lowest-
bounda

Xy

(i) The player A chooses the optimal mixed strategy (x, , x)=(3/11, 8/11), Table9-31
(ii) The player B  chooses the optimal  mixed  strategy ' T B -
O, y2,y9)=(0,2711,9/11), 3 T
(iii) The value of the game to the player A isv = 49/11. 4 5 2
Example 14. Solve the game graphically whose payoff matrix for the player A
is givenin Table 9-32 : ' Table 9:32
Solution. The game does not have a saddle point. Let andy, (=1-y))be 8 I
mixed strategies of the player B. ' I ; i
The four straight lines thus obtained are : n ] 3
E@)==2y+4,Ep)=-y+3 A g B 2
E(y) =y +2, E(y))=-8y, +6,
and these are plotted in Fig. 9-3. In this case, the Table 933
minimax point is determined as the lowest point P on | _A’sPure Strategies B's Expected Payoff E(yy)
the uppermost boundary. Lines intersecting at the 1 Ey)=2n+4(1-n)
minimax point P correspond to the player A’s pure u By =2n+3(-»)
strategies I and III. This indicates x3 = x4 = 0. Thus, 1 Ey)=3n+2(1=-m)
the reduced game is given in Table 9-34. v Ey)=-2n+6(1-y)
Now, solve this (2x2) game by solving the
simuitaneous equations :
2xy +3x3 = v, 4x; + 253 =V, xp + X3 = | (For A) Table 9-34
2y, +4dy, =v, 3y + 2y, =V, 31 + 32 = 1 (For B) ' B I
to get the solution :
() The player A chooses the optimal mixed strategy, 4 l:l ; -

(x) %2, %3, %) =(1/3,0, 2/3,0).

(ii) The player B chooses the optimal mixed strategy,
Or .y =(273,1/3).

(iii) The value of the game to the player A is v = 8/3.

Remark. If thare are more than two lines passing through the maximin (minimax) point P, this would imply that there are many ties
for optimal mixed strategles for the player B. Thus, any two lines having opposite signs for their slops will define an

alternative optimum solutions.
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Fig. 9.3. Graphical representation for (mx 2) game.

9-15-3. llustrative Examples
Example 15, Solve the following (2 x 4) game.,
B
1 i i v
1 2 2 3 -1
i} 4 3 2 6
[Agra M.Sc. (Maths.) 89; Meerut M.Sc. (Math.) 99, 96)
Solution. This game does not have saddle point. Thus, the player A’s expected payoffs corresponding to
the player B's pure strategies are given below (Tuble 9.35) ;

A

__ Table 935
B’s Pure Strategies A’s Expected Payoff E(x;}
1 E(x)=~2x,+4
I ’ Ex))=-x+3
m Expy=x,+2
v Ex))=—Tx;+6

These four straight liries are then plotted in Fig. 9.4.

It follows from Fig. 9-4 that maximin occurs atx) = 1/2. This is the point of intersection of any two of the
lines joining (2) to (3); (3) to (2); (6)to (~ 1). As mentioned in the above remark, any two lines having opposite
signs for their slopes will define an alternative optimum solution. The combination of lines Ex)=-x;+3
and E(x;) = — 7x;+ 6 must be excluded as being non- optimal. So the game can be reduced to (2 x2) in the
following manner.

It is also important to note that the average of above two payoff matrices (Table 9-36 and 7 937y will also
be the additional possibility of reducing the game to (2 x 2). Thus, the additional possibility of (2 x 2) game
will also yield a new optimal solution which mixes three strategies IT, Il and IV. Then (2 x 2) game is solved
by solving the §2x§msil;§ simultancous equations.

Table 937 Tabie 9-38
1st possibiiity 2nd possibility Additional possibiity
B B B
1 243 B
H m m v A Fo=v2| 5=
i 2 3 1 -1
A A 3 )] 3+2=5/2 2+6=4
| 3 2 ] 2 6 2 2

The first possibility of the solution of (2 x 4) game with reduced (2 x 2) matrix is
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(i) The player A chooses the optimal mixed strategy
(x;,x3)=(1/2,1/2).
(ii} The player B chooses the optimal mixed strategy
(y! 1 Y20 ¥ ,)’4)=(0. 172,172, 0) '
(fii) The value of the game to the player A is 212.
Similarly, solution of the game with reduced matrix
in 2nd possibility is :
{i) The player A chooses the optimal mixed strategy
(172,1/2).
(ii} The player B chooses the optimal mixed strategy
(0,0,7/8,1/8).
(iii) The value of the game to the player A is 214, + - + >
Solution of the game with reduced matrix in | e s N
additional possibility can be obtained easily, because it
has a saddle point 5/2. So, the value of the game to the
player A is 5/2. It has been observed that the formulae in
Sec. 9-13 will yield an incorrect solution in this case. _
Example 16. Two firms A and B make colour and black & white television sets. Firm A can make either
150 colour sets in a week or an equal number of black & white sets, and make a profit of Rs. 400 per colour set
and Rs. 300 per black & white set. Firm B can, on the other hand, make either 300 colour sets, or 150 colour
and 150 black & white sets, or 300 black & white sets per week. It also has the same profit margin on the two
sets as A. Each week there is a market of 150 colour sets and 300 black & white sets and the manufacturers
would share market in the proportion in which they manufacture a partiuclar type of set.
Write the pay-off matrix of A per week. Obtain graphically A's and B’s optimum strategies and value of
the game. ' : [Bombay (M.M.S.) 97]
Solution. For firm A, the strategies are :
A, : make 150 colour sets,

Ay : make 150 black & white sets.

For firm B, the strategies are :
B, : make 300 colour sets,
B, : make 150 colour and 150 black & white sets,

B; : make 300 black and white sets.
For the combination A, B, the profit to firm A would be : Tsﬁ%ﬁﬁ % 150 X400 = Rs. 20,000

1
} p
t
|

ufl 11
Fig. 9.4

wherein (150/150 + 300) represents share of market for A, 150 is the total market for colour television sets
and 400 is the profit per set. In a similar way, other profit figures may be obtained as shown in the following

ay-off matrix :
pay B's strategy

B By B3
A'ssmategy Al [20.000 30,000 su,ooo]
A, L45000 45000 30,000

Since no saddle point exists, we shall determine optimum mixed strategy. The data are plotted on graph as
shown in the adjoining Fig. 9-5 : .

Lines joining the pay-offs on axis I with the pay-offs on axis Il represents cach of B’s strategies. Since firm
A wishes to maximize his minimum expected pay-off, we consider the highest point P on the lower envelope
of A’s expected pay-off equation. This point P represents the maximin expected value of the game for firm A.
The lines B, and Bj passing through P, define the relevant moves B, and Bs that alone from B needs to adopt.
The solution to the original 2 x 3 game, therefore, reduces to that of the simple game with 2 X 2 pay-off matrix

as follows :
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' Pay-off (‘000 Rs.) Pay-off (000 Rs,

#(Axis-1) (Axis-2)4 '

70} 70

60} B, - 60

so}f 50

40 - - 40

30 a2 B 30
208 20
10

SIS
SIS

%

o

”
e teted
SO

X
X
%
'y
+*s
O

: S
: . XX >

O X Saasxd O
Fig. 9.5 : Graphic soiution to the Game

s strategy
By B

A's Stl'ﬂcgy AI 20,000 60,000
. Ay 45,000 30,000

Correspondingly,

- ax +ay _ 30,000 — 45,000 _ 3
" {an+ap)-(ap+ay) | (20,000 + 30,000)— (60,000 +45,000) 11
_ @y = a _ 30,000 — 60,000 6
" (an+ap)—{ap+ay) | (20,000 + 30,000) — (60,000 45,000) Il

v = 4114y — dyady _ _ 20,000 x 30,000 — 60,000 x 45,000 = 33182

(@11 +ayn) - (ai; +az) (20,000 + 30,000) - (60,000 + 45,000) ’
Example 17. Solve the following game by graphicaj method.
B

n

q

-y

Xy 19

) x3 7
A 12
X4 8

12 Vi
7 5
6
3
1

14
18
13 -

|y

[VTV (BE Mech.) 2002]

Solution.
Step 1. ‘The first step is to search for a saddle point. There is no saddle point in ¥ ¥a
this problem. xy 6 5
3 6
3 4
7

Step2. The second step is to observe if the game can be reduced by X
dominance. Since all the cell entries in column 2 are less than the A x
corresponding values in columns 1 and 3, hence columns 1 and 3 are x4
dominated by column 2 and thus the reduced matrix becomes as
shown on the right. 8
Again, since all the cell entries for row 3 are more than those for row Yo ya=1-y
4, hence row 3 dominates row 4 and the matrix is thus reduced to the n 6 3
following (3 x 2) game. A4 xn 3 6

Step3. Now the above (3 x 2) matrix game can be solved by graphical x3 8 4
method proceeding as in Example 14. 8
We can, thus, immediately reduce the (3 x 2) game to the following L
(2 % 2) game which can be casily solved by arithmetic method (since AV 61573 34
it has no saddle point), mir3lejft 14

H : . 1 3
\ s are :
Therefore, optimal strategie. e 3r4
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9.15.4 Method of Subgames for (2x n)or (m x 2) Ga:ijés

To explain the method we consider the following interesting example.
Example 18. Two girlines operate the same air-route, both trying to get as large a market as possible.
Based on a certain market, daily gains and losses in rupees are shown in table below, in which positive values

Javour airline A and negative values favour airline B. Find the solution for the game.
Airline B

409

(i) A(3/4,1/4,0,0), (i) B(0, 1/4,0,3/4) (iii) Value of the game,»:%*i"%s%

Does Advertises Advertises special features
nothing special rates (i.e. movies, fine food)
I 2 3 i
" . 1 - 30
Airline A Advertises special rates 215 -175
Advertises special features 2 125 130 150
(i.e. movies, fine food)
Solution.

Step. 1. First observe that the game neither has a saddle point, nor it can be reduced by dominance. This game
can be solved by algebraic method as described in [Sec. 9-17], but we shall solve this game here by the

method of subgames.
Step. 2. This (2 x 3) game can be considered as three (2 x 2) subgames :
Subgame | Subgame 11 Subgame [11
B B B
1 2 1 3 2 3
A M| s -50 A V| s -75 A L] -0 -75
2 125 130 2| 125 150 21 130 150

(Deleting col. 3)

{Daleting col. 2)

{Deleting col. 1)

Step 3. Itis observed that airline B which has more number of columns (than the number of rows for A ), has

more flexibility, generally resulting in a better strategy. In order to find optimum strategy for airline
B, all the above three (2 X 2) subgames must be solved. We solve them below by Arithmetic Method.

Subgame 1. (No saddle point) : B
(i) The strategy for A is, (1/66, 65/66) | 2
(ii) The strategy for B is, (36/66, 30/66, 0) A L -50] 5 1 166
(iii) Value of the game = Rs. 215x1+125%65 _ po 15730, 2 ::(5) :zg 325 65 65666
Subgame 2. (No saddle point) : oo 6 6
(i) Thestrategy forAis:(1/15, 14/15) or 36 30
(if) The strategy for Bis:(9/15,0,6/15) or  36/66 30/66
B.
(i) The value of the game, v = Rs. E5_>£_3S‘i’il= Rs. 135, ] 3
. A tl2s 1751 25 1 w1
Subgame 3. (Has a saddle point) : 21 125 1 150 | 350 14 14/15
Thus, this game has a saddle point (2, 2). So the solution is 225 150
A0, 1), B(0,1,0), v=Rs. 130. 3 2
Now since airline B has the flexibility to play any two out of 93// 155 62//1 55

the available courses of action, it will play those strategies for
which the loss occurring to the airline is minimum. Since all the values for the subgames are positive, the

airline A is the winner. Hence airline B will play subgame 1 for B

which the loss is minimum, i.e. Rs. 127-30. Hence the complete 2 3 Row Min.

solution to the problem is : 1 _50 T ~75
Optimum strategics tA(1/66, 65/66), B (36/66 ,30/66,0) A 130* 150 130%
Value of the game, v=127-30 Col. Max. 130* 150

Note Carefully. Here subgame 3 has a saddle point, hence arithmetic method
should not be applied to solve it. If it is applied, the resulting solution will be incorrect.
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EXAMINATION PROBLEMS
] Use graphfcal megod fo reduce the following games and hance solve :
. 2. B8
3 -3 4 4 -1 0
A[-1 1 -3] A[-1 4 2]
[Ans. A(4/11,7/11), B(0, 7711, 4/11), v=—5/11 } [Ans. (377, 4/7),(2/7.0,5/7), v=8/7)
Piayer B 4 Player B
1 2
2 7 5 ]
PlayerA| 3 5§ PlayerA| -7 -9
i1 2 -4 -3
2 1
[ Meerut M.Sc (Math.) 98 BP, 96.]
[Hint. Upper boundary is the line (5 - 6)]
[Ans. (9/14,0,5/14), (5714, 9/14), v=73/14} [Ans. (0, 1,0, 0); (1, 0), v=5]
5. Solva the game whose payoff matrix is given below.
()] ] (i) B (iif)
A[s 2 7] A[1 -1 2] [-4 3 -1]
1 9 3 2 3 -3 6 -4 -2
[Mearut 99
6. Solve the following 2 x 4 gama graphicaily :
Player B
8, B 8 B,

Afz 1 0 -2
Playm.-nil‘42 103 3

[Ans. (2/5,3/5), (0, 4/5,0, 1/5), v=2/5] [Agra 92; Madurai B:Sc. (Comp. Sc.) 92, Jadavpur M.S¢. (Math) 92]

7. Obtain the optimal strategies for both persons and the value of the game for zero-sum two-person game whose payoff
matrix is given as follows :
Player A

1 3 -1 4 2 -5

Piaycrﬂl_a 5 6 1 2 0]
[Ans. (0, 3/5, 0, 2/5, 0, 0), (4/5, 1/5), v=17/5}

8. Two companies A and Bare competing for the same product. Their different strategies are given in the following payoff

matrix :
) Company A (ji) Company B
4 A A 4 -3 3
Company 8 g; [ z -2 s c°"““‘""[-a 1 -1]

What are the best strategies for both the companies 7 [Hint. Hare It column is dominated by 1/2 (1 + If) column.]
Find out the valus of the game.

[Ans, (0, 4/11, 7/11), (6/11, 5/11), v=13/11] [Ans. A(4/11,7/11), B(4/11, 7711, 0}, v= - 5/11]
9. Solve the following zero-sum games where player Bplays with player A.
0] Player B {ii) Player 8
-6 7
4 -5
PlayerA[_g : _2 . ? g] _ Player A} -1 -2
-2 5
7 6 ‘
[UNTU (B. Tech.) 2003] U 2002; Agra 99; IAS (Main) 98]
[Ans, () A(4/9,5/9), B(4/9,0,5/9,0), v=—7/9. (i) A(0, 0,0, 13,20, 7/20), B(11/20, 9/20), v=23/20)
10. Obtain the optimal strategies for both persons Player 8
and the value of the game for two person B
zero-sum game whose payoff matrix is as A h B
follows : 1 t -3
Al 3 5
PlayerA A | -1 6§
Ay 4 1
As| 2 2
AgL-5 .0

[Ans. (0, 3/5,0,2/5, 0, 0), (4/5, 1/5), v=17/5)
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11. Solve graphically the following games :

@ 10 4 -1 ®[1 4 -2 -3 ()19 15 7 16 @2 2 3 ~2]
-1 1 -2 5 21 4 5 "0 20 15 § 4 32 6
[Delhi (B.Sc.) 90] [Delhi (B.Sc.} 93)

[Ans. (a)(3/4,1/4), (34,0, 0, 1/4), v=1/2; (b)(1/4,3/4), (1/2,'0,1/2, 0), v=1/2;
{c) (15716, 1/16), (0, $1/16, 0, 5/16), v= 245/16; {d) (479, 5/9),(0, 0, 8/9, 1/9), v=22/9]
12. Solve the following game using the graphicai method :

s strategy

B B,

Ay 3 —4
A’sstrategy A, 2 5
A3 -2 8

[JNTU (B. Tech.) 2003 (Type); Gjuarat (M.B.A.) 98]
13. The following matrix represents the pay-off to A in a rectangular game batween A

andB:
By the noticn of dominance show that the game is equvalent to one represented by a A I g :g T,? _15
2 x 4 matrix which is a submatrix of the above matrix. Then obtain a solution of the o 20 15 5
game graphically. [Meerut 2002)

9.16. MATRIX METHOD FOR M x N GAMES

A convenient and systematic procedure of finding all solutions of m x n reactangular games can be provided
by following theorem,

Theorem 9-6. Let A be the payoff matrix of an m X n rectangular game. Let the strategies of the row
player be given by an m-tuple x € S, and those of the column playerbyann-tupley € S,, where S, , S, are the
set of strategies for the two players. Then a necessary and sufficient condition that xy € S,, and yg € S, be
solution of the game is that there exists a square submatrix B of A of order r, such that u,’," (adjB)u,# 0, and
that '

,<IBl r uwadiB . u](adjp)

- A B P * = A + qt - A ’
where A= uf (adj B)u, and x* (v") are obtained from xo (yo) by deleting the elements of the corresponding
rows (columns) to obtain B from A and u, is the column vector(1, 1, ...] ) having r componenis.

The proof of this theorem is beyond the scope of the book.
Outﬁnes of Matrix Method for m x ngames :

The systematic matrix method may be summarized as follows :
Step 1. Given an m x n payoff matrix A, determine all square submatrices B of A. (order of B is greater than )

Step 2. For asubmatrix B of order r (r 2 2), determine the quantities v , x”, ¥y’ as given by above Theorem 9-6.

_Step 3. Check whether x*, y* € §,, i.e., check whether each of them consists of non-negative components
that sum up to unity. If not, reject this B and go back to step 2 with another submatrix B.

Step4. Ifx" ,y" € §,, form x,, y, by adding relevant zero componentstox” ,y" .

Step S. Test whether the solution (v, xg , yo) thus obtained is admissible. This can be done by verifying that

m n
E(xo,ej)=_2'.lxu,-v,-jzv,j-—-l,Z,...,nand E(e,o,y(;.)r-.f.l YojvijSv,i=1,2,...m.
i= J=

If the above solution (v, Xy , y) is not admissible, reject the current B ,
Step 6. Select another submatrix B and then (o to step 2.

Note. Since the fundamental theorem ensures that avery rectangular game has a solution, the above procedure will provide us
at least one admissible solution.

The method can be easily understood by the following numerical examples.
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. 3 6
Example 19. Use matrix method to solve a game whose payoff matrixis : [ 5§ 5 ]
g 3

Solution.

Step 1.
Step 2.

Step 3.

Step 4.

Step 5.

Step 6.

Step 7.

Step 8.

First observe that the matrix has no saddle point.
Then consider the following three 2 x 2 square submatnccs

(38 (5 5
B= 55} C=|g 3| adD= ]

Now starting with submatrix B, we compute the followm
5 -5
| L1 1)
Thus we get

IBI=-15, ad;a—[_s "3 | sotmatadgimy’ =
o] (adjB)=(1, [ _} "5)_(0 3) ol (adiBY =(1, 1)(_2 g] -1,2)
and  A=u) (adjB)uy=(0,-3)[1, 1]=-3.

Substituting above values in the formulae of Theorem 9.6, we get

v=|g| Z15_5  x*=ula d}m=-—(0 3)=(0, 1)

y =up (aij) /A-——(— -2)=(1/3,2/3).
Clearly, x", ¥ € 5, . Also since thlrd row (and no column) was deleted from A in order to get the
submatrix B, we have xo =(0,1,0), yo =(1/3,2/3).
Now test the solution (v, Xg, ¥o) for optimality, by checking
E(Xg,€¢)=0x3+1x5+0x9=5=0v, E(X,¢)=0x6+1x5+0x3=5=p,
Ele, yo)=(1/3)x3+2/3x6=5=v, Ee,y)=(1/3}x9+2/3x3=5=0"
Above results show that the current (v, Xq, ¥o) is an admissible solution.
Next rcpeat steps 3 to 5 starting with the submatrix C to get the admissible solution
v=>5,x0=(0,1,0), andyg = (1/3,2/3).
Again, repeat steps 3 to 5 starting with the submatnx D to obtain the admissible sclution

v=35, x3=(2/3,0,1/3), yo=(1/3,2/3).

Fmally, we observc that the given problem has two solutions :
(i) x5 =(0,1,0), Yo=(1/3,2/3):v="5 (ii) Xg = (2/3 0,1/3),y5=(1/3,2/3);v=5.
Thus the column player has unique optimal startegy vo = (173, 2/3) while the row player has infinite

number of optimal strategies given by the linear combination
X5 =M0, 1,00+ (1 —4) (2/3,0,1/3),0SA5 1,

Example 20. Use matrix method to solve the game whose payoff matrix is

-1 3 =3
A= 2 0 3
: 2 1 0
Solution. Here we find that
-3 -3 9
adiA=| 6 6 -3
2 7 -6

which gives the admissible solution, x5 =(1/3,2/3,0), yg- (1/5,3/5,1/5)y ;v=1.
It is observed that nine 2 x 2 submatrices of A are possible. Butonly one of them, viz., B = [ g N ; )

provides an additional admissible solution : xo =(1/3,2/3,0), yo =(0,2/3,1/3);v=1.
Thus here the row player has a unique optimal strategy xg = (1/3, 2/3, 0), while the column player has infinite

optimum strategics given by Yo =A(1/5,3/51/5+(1~1)(0,2/3,1/3),0<A< 1
The value of the game is 1.
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From above two examples we observe that the matrix method described above is highly systematic but
involves laborious computations in the case of large payoff matrices. For example, the number of square
submatrices of a matrix of higher order is itself a very large number and so it becomes exceedingly tiresome to
find the adjoint of a square matric of higher order. Thus in order to remove this difficulty a short-cut matrix
method for n X n games is developed.

9.16-1. A Short-Cut Matrix Method for n x n Games

A short-cut matrix method is described below to solve any n X n games quite efficiently, though it
provides only one optimal solution.

Step 1. Let A = (v;} be the n X n payoff matrix. Obtain a new matrix C whose first column is obtained from
A by subtracting its 2nd column from 1st; second column is obtained by subtracting A’s 3rd column
from 2nd, and so on till the last column of A has been taken into consideration. Thus C will be an
n X (n - 1) matrix. Likewise, obtain a new matrix R of order (n - 1} X n by subtracting its successive
row's from the preceding ones as is done for columns to obtain C as above.

Step 2. Augment the matrix A as below :

Step 3. Compute the magnitude of oddments corresponding to each row and each column of A.
The oddment corresponding to ith row of A is defined as the determinant | C; 1, where C; is obtained
from C by deleting its ith row.
Similarly, oddment corresponding to jth column of A = | R; |, where R; is obtained from R by deleting
its jth column. .

Step 4. Write down the magnitude of oddments (ignoring the —ve sign, if any) against their respective rows
and columns as shown is step 2.

Step 5. Now check whether the sum of row oddments is equal to the sum of column oddments.
(i) If so, the oddments expressed as the fractions of the grand total will provide the optimal
. strategies.
(ii) If not, the method fails.

Q. 1. Briefly axplain the matrix method and short-cut matrix method for solving a rectangular game.

Show that if the alements of a payoff matrix are all integers, then the vaiue of the game is a rational number.
aoi

1a0 ]has a unique solution. Determine the value of the game.

© »

Show that the game with payoff matﬂx[
01a

e

a
Show that the game whose payoff matrix IsL:
0

00 :
bo J where a@> b > ¢ > 0, has a unique solution. What is the value of
0

the game ? What can be said about the solu

c
ifa>b>candc<0?

The short-cut metrix method can be easily understood by the following numerical example.
Example 21. Solve the following game by using short-cut matrix method.
B

1 I 11 Row min
I 7 1 7 [
A Il 9 | 1 -1
Il 5 i 6 (5) «—maximin value
Column max. 9 (€))] 7

minimax value
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Solution.

Step 1. The first step is to search for a saddle point. There is no saddle point in this problem, but the value of

the game lies between 5 and 7 (i.e. between maximin and minimax values).
dominance. We find that the given
matrix cannot be reduced. So we now solve this matrix game by method of matrices as explained in

Step 2. The next step is to observe if the given matrix can be reduced by

the following steps.

Step 3. Subtract each row from the row above jt (i.e. subtract 2nd row
from 1Ist and 3rd row from the 2nd) and write down the values
below the matrix. Similarly, subtract each column from the
column to its left (i.e. subtract 2nd column from the st and 3rd
column from the 2nd) and write down the results to the right of the
matrix. Thus, we get the following table.

Step 4. Now, computeé the oddments for A, , A;,Aj;and B, B, , B, .

10 -2
-2 i
6 "6 - — » "
o |=12-6=5,

6 -6

Oddment for A| = det

o Az = det

no Ay =det =-12+60=48] " . B,=det

10 -2
Step 5. Next, put down these oddments (as shown in the

=10-4=6, Oddmentfor B, = det

82 = dﬁt

B
n

m

I

7

A T

-1

113

L -0 B I

7

-2 2

I I

4 -8

-5

ic -2

_gi =—10+48 =38,

6
-5

2
-8

table below) neglecting their signs. Since both the
sums of oddments are same (60 each), this is a !

=)}

solution to the game. If the sums are different, both 1

)

W | WO~ | ==

players do not use all of their courses of actions in

43 ]

their strategies, and this method fails.’ 18
Thus the optimum strategies are : 19
() A(3730,3/30,24/30) 1930
(ii) B(19/30,7/30,4/30) . ;

7xl+9xi+5x8_5§

(iit) Value of the game, v = T+ 133 =55.

-]
N == |~

7 .4
30 430

60

l=24—10= 14,

!=l6-—8=8.

1710 - 3/30

Vo 3/30
810 24/30

Remark. The short-cut method of matrices can be applied only when the sum of vartical oddmants is equal to the sum of horizontal
oddments. In othar words, if both the players use all their plays in their best strategies. The method breaks down when
the players do not use all their courses of action in their best strategies. In such a case the method of linear programming

may be used.

EXAMINATION PROBLEMS

Usa matrix method to solve the games whose payolt matrices are given below (apply short-cut method wherever plicabla}:

Loe [ 272 7] o [§13]

[Ans. (2/3, 1/3), (7712, 0} , v= 1/3] [Ans.(1/2,1/2),(0,1,0), v= 1]
3. Use matrix method to solve the game whose payoff matrix is
23 n
75 2

[Ans. (9/11,2/11), (0, 3/11, 8/11), v=49/11]
A A A

(©)

0 0
0 -1
o 1

¢
1
-1

[Ans. (0, 1/2, 1/2), (0, 1/2, 1/2), v= 0]

4. Letthe payoff matrix of a rectangular game be| 4 3 4 | Showthatiorall values of A, the value of the gama is A. For

A 5 1

what value of A does the row player (column player) have an Infinite number of optimal strategies.
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9.17. ALGEBRAIC METHOD FOR THE SOLUTION OF A GENERAL GAME

The algebraic method is a direct attempt to solve unknowns from the relationships (equations 9-21a) in Sec.
9-10 for player A, and similarly for player B. Although this method becomes quite len gthy when there are more
strategies (courses of action) for players A and B. Such large games can be solved first by transforming the
problem into a linear programming problem and then solving it by the simplex method on an electronic
computer. :

First, suppose that all inequalities given in (9-21a) hold as equations. Then solve these equations for
unknowns. Sometimes equations are not consistent. In such cases, one or more of the inequalities must hold as
strict inequalities (with *>’ or ‘<’ signs). Hence, there will be no alternative except to rely on trial-and-error
method for solving such games. Following important theorems will be helpful in making the computations
easier. .

Theorem 9-7. [fforanyj(j=1,2,3, ..., n) v+ v + L+ Vmj Xm > Vv, theny; =0,
and similarly, ifforanyi(i=1,2,3, ..., m) vy +vays + ..+ vy, <v, thenx; =0, .

Alternative Statement : Let v be the value of an mXn game. If for an optimum strategy
x*e S, E (x*, €} > vfor some e € S, then every strategy y* € S, has y* =0,

Similarly, if every optimal strategy y* € S,, then every optimal strategy x* € S,, hasx* = 0.

Proof. We know that for any optimal strategy x* ¢ S, we always have

E(x* ,e) 2 vforall ecS, 1)
We are given that E (x* , ¢)) > vforsomee; e §,. If possible let us suppose y* # 0 (i.e. y* > 0) .
Then yj* E (x*_ N ej) >yj* V. (2
Now E(x*,y*)= Zy*E(x*,¢) =k§ e* E(X* e} +y* E (x* , e))

J
or Y >k2 yrv+y*v oor v> (b)'.:.yt* +y*)v or v>Z y*v [from(1)and (2)]
] )
or v>v(sinceZy,*=1)  whichis acontradiction.

Hence our assumption is wrong; and therefore, we must have yi*=0.

Similarly, the second part of the theorem can be proved.,

Theorem 9.8, Letv be the value of anm x n game. Ify* € S, is an optimal strategy for the column vector
with y* #0, then every optimal strategy x* € S, Jor the row player must satisfy E (x* , e) =vforalle e S,

Similarly, if the optimal strategy x* € S,, has x;* # 0, then every optimal strategy y* € S, must satisfy
E(e;,y*)=vforallec S,

Proof. Leftas an exercise to the students.

Theorem 9.9. If the player A’s optimal policy is a mixed strategy in which exactly r pure strategies have
non-zero probabilities, then the player B's optimal strategy also usesr pure strategies.

Proof. Leftas an exercise to the students.

Q. 1. WX={x)}is anoptimal mixed strategy for Aand Y = {y} is optimal mixed Strategy for B, in a rectangular game spacified by
an mx nrmatrix {vj} and vis the value of the game, then prove that if £ (e;, Y) < v, then x;= 0, whers & 'is the i th unit
vactor in m-dimensions and E (&, Y)is the expacted amount receivad by A when he uses the strategy e; and Buses the
strategy Y.

2. Let Ebe the expactation function of an mx n rectangutar game whose value is vand let
Y=llx", %", ... " land Y =lpm* vt et
be any optimal strategies for P, and P; , respectively, Then,
(a}forany /suchthat £ (4, Y*)< v, show that x,* = 0 {b) for any fsuch that v < E (x* , }) show thaty* =0
[Delhi B.Sc. (Math.) 93]
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9.17-1. Hustrative Examples

Example 22. Find the value and optimal strategies B
Jor two players of the rectangular game whose payoff » 2 »
matrix is given by 1 1l i
Solution. First, it is seen that this game does not have: x| | -1 -1
a saddle point. Also, this game cannot be reduced to 4 x I -1 -1 3
(2 x 2) by the property of dominance. Hence, this game can xn W -1 2 -1

be solved by the algebraic method.
Step1. Let(x,,x;,x;) and (y, , y2 , va) denote the optimal mixed strategies for players A and B, respectively,
and v be the vlaue of the game to the player A.

Now, for the player A, following relationships Similarly, for the player B,
{as obtained in Sec. 9-10) can be established :
Iy +(-Dxy+(-Dxz2v Iy +(=Dy+ (-1} <v
-lx+=De+ 2x2v =ly+=Dy+ 3ysv
-1x+ 3 +(—1)xy2v. —lyj+ 2y +(—1}yysw

Additional relationship required to ensure that x , xa , x3 and y; , y2, y3 are probabilities, are :
xt+txa+x3=lx x,x320and yi+y,+y3=1, .52, 20
Now the values of seven unknowns x; , X , X3 ; ¥1 » ¥2 , ¥3 and v satisfying above relationships are to be

evaluated.
Step 2. Suppose ali inequalities hold as equations, then

X] —X3 —X3=V ()] o N—n-n=vo (V)
-Xx) - X2+21'3=V (ll) —¥y—y+ 3y3=v (Vl)
~x; +3x3 —xy=v (i) -y +2y—y3=v ..{vii)
Xjt+txt+xy= i (IV) ytytn= 1. .viii)
Now with the help of the equation (iv), equations (i), (i) and (iii) give us
v+l L r+l _v+l
i L e s S

and substituting these values of x; , x2 , x3in equation (iv), we get
v+l v+l v+l 1

2 T4 T3
Therefore, v+1=12/13 or v=-1/13.
Hence x1=6/13,x=3/13 ,x=4/13.
Again with the help of equation (viii), equations (v}, (vi) and (vii) give us

_ v+l _v+i = v+l
n=— »¥2 3 WIT T4

and substituting these values of y; , y2, ¥3 in equation (viii),

v+l vl wel_ g
2 4 3
Therefore, v+1=12/13 or v=-1/13, which was expected also by minimax theorem.
Thus, y1=6/13,y;=4/13 and y;=3/13.

Hence, the solution of the game is :

(i) Optimal mixed strategy for the player A is (6/13,3/13,4/13)
(ii) Optimal mixed strategy for the player Bis (6/13, 4/13,3/13)
(iii) The value of the game to the playerA is=—1/13.

Example 23. In the following 3 % 3 game, find optimal strategies and T'bh;'ag
the value of the game. [Delhi {(OR.) 821 I 1 m
Solution. It can be observed that this game does not have a saddle g 3 - 3
point. The size of the matrix of this game can be further reduced by using
the dominance property as follows : A [[l'] — 2' ; 2
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Step 1. From the player B's point of view, every element of IlIrd column is greater than the corresponding
element in the Ist column. Hence the column III is dominated by the Ist column. So the size of the
game can be reduced by deleting ITI column.

Step 2. Further, none of the rows or columns dominates the other. But, the average of I and Il rows in the
reduced matrix (a), i.e. '

34-(-1)'_l =244 _,

2 - r 2 i 33
is less than the corresponding elements of the Il row. Hence the III row dominates the average of 1
and II rows. Thus, delete cither I or II row. If we delete the I row, the 2 X 2 reduced game (b) is

obtained.
(a) B . (b) (©
‘ 1 Il ‘B B

I 3 | -2 I I I n

A |-l 4 4 -1 4 a4 ] 3 | -2
m 2 2 m | 2+ 2 m |2 | 2=

Step 3. Now, the cell (ITI, 1) is the saddle point. For element ‘2’ marked ‘*’ is minimum in its row and
. maximum in its column.

Thus, the solution of the game is given by

(i) Optimal strategy for the player A is pure strategy (0,0, 1),

(ii) Optimal strategy for the player B is also pure strategy (1,0, 0),
(iii) The value of the game to the player A is 2.

Remark. Iflind row is deleted, (instead of istin the roduced 3 x 2 matrix) the saddie pointis obtained in the cell (11}, 1), as shown in
matrix {c) above. Consequantly, the optimal strategy for the player A becomes (0, 0, 1) and for the player 5 becomes ©,

Example 24. Solve the game with the following payoff matrix B
by algebraic method. _ I "
Solution. The game has a saddle point (2) which immediately A 1 .3 2
gives the required solution, but it will be solved by algebraic n 4 1

method to make the procedure clear.
Let (x; , x;) and (y; , y2) be the optimal strategies for player A and B, respectively.
Therefore, relationships existing for optimality are :

Ix;+4x2v L) 3y +2p sy (i)
2+l <y L(il) 4y, +y;Sv (V)
X+ xy= 1 ..(lll) yt+tm= 1 .‘.(Vi)
and | Xp,%,¥.¥220. ...(vii)
First, suppose all inequalities hold as equations, i.e.
3x1+4x2=v, le+xz='lr', II+XZ=1
Iy +2y=v, 4y +y2=v, yi+y=1
Eliminate x; and y, from equations (i), (ii), (iv) and (v) with the help of equations (iii) and {vi), to obtain
-n+d=v, x+l=v, yi+2=v, n+l=v,
or x =372, y=1/2.

But x can never be greater than unity (by the definition of probability). Thus, equations are not consistent.

Hence one or more of the inequalities must hold as strict inequalitics. _ '
Now, use trial and error method together with the Theorems 9.4 & 1.5. Let two of the equations be strict

inequalities : :
—xp+4>vy (which implies y, =0)
X+ l1=v '
¥ +2=v
3y +l<y (which implies x; = 0).
Sincey; =0, v=2.Now, putv=2inx; + 1 =vtogetthe valuex; = 1.
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Hence the solution is given by :
(i) Optimal strategy of the player A is (x; , x;) = (1, 0)
(i) Optimal strategy of the player Bis (y; , y2) = (0, 1),

(iii) The value of the game to the player A is 2.

Remark. in view of the Theorem 1.9 (Sec, 9-17), the total number of equations that remain to solve (excluding the strict
inequalities) at each trial should always be aven.

EXAMINATION PROBLEMS

Solve the following games by algabraic method.
1, 1 -1 -2 -1 -2 8 -2 -4
[-1 1 1] 2. [ 7 5 -1 3, [-1 3]
2 -1 0 8 0 12] pNTUST] - 1 1] [INTU {B. Tech.) 2003]
[Ans. (2/9,5/9, 2/9), v=1/9].
4. -1 2 1 5. 3 -1 1 2
[ 1 -2 2} IMeerut 90] -2 3 2 3
3 4 -3 2 -2 -1 1
fAne. (7/23, 6/23, 10/23) ; (17/46, 20/46, 8/46), v= 15/23]
3 -3 4 ) 2 31
6. A:[_1 3 3] 1. 4 -1 2
- 1 2 3

[Ans, (4/11, 7/11), (0, 7/11, 4711), v=—5/11] [Ans. (8/30, 5/30, 17/30), (13,30, 11,30, 6/30), v= 53/30]

8. Consider the game with the foliowing payoff matrix. Verify that the eptimal strategy for either player Is to mix his 3 pure
strategies equally, what is the value of this gama.

0o 1t -
[-— 1 0 1 }
1 -1 0
[Ans. (1/3, 1/3, 1/3) for both players, v=0] -
9. Solve the following zero-sum game for two persons. Obtain the best strategies for both players and the value of the

game :
Player B
| ] il
] 1 -1 3
Player A Jif 2 -1 2
mj|-1 0 0
vi-2 0 4
[Ans, A(0,1/4,3/4,0),B(1/4,3/4,0), v=-1/4] .
10. Use algebraic method to solva the games whose payoff matrices are :
@ 1 -1 0 ® 3 4 -2 ©f 5 2 -3 @ 3 -1 -2
~8 3 -2 -3 0 1 4 2 7 -3 3 -1
8 -5 2 -1 -4 2 -4 5 -2 ‘ {—4 -3 3
[Ans. (a)} (0, 7/12, 5/12), (0, 1/3,2/3), v=—1/3. (b} (21,52, 12/52, 19/52), (2713, 3713, 8/13), v=2/13.

(c) (397118, 54/118, 25/118), (30/118, 37118, B5/118). (d} (4/9, 11,45, 14/45), (14/45, 11/45, 4/9) v=— 28/45]
11. Solve the game whose payoff matrix is given by
1 7 2
[ 0 2 7 ]
5 1 6
[Ans. (2/5,0, 3/5), (3/5,2/5,0), v=17/5)

12,  Use concept of dominance to reduced the size of the matrix of the given problem to 2 x 3 matrix and solve the game. The
payoff matrix of the game is

[JNTU (B. Tech.) 98]

Player 8

1 8 3
Player A| & 4 5
0 1 2

[Ans. (1/6,5/6,0), (0, 1/3, 2/3), v=14/3}

9.18. AN ITERATIVE METHOD FOR APPROXIMATE SOLUTION

The algebraic method is generally adopted to solve the game for which the graphical method cannot be
applied, but the games with large payoff matrices are extremely tiresome to solve by algebraic method. For




GAME THEROY 419

such large games the iterative method is also very pbwcrful to hand as well as machine computations. By this
method, the approximate value of the game can be evaluated upto any desired degree of accuracy. Optimal

 strategies can also be determined, but not so satisfactorily. ‘ B
While adopting this method, it is assumed that eachi player I 1 I
acts under the assumption that past is the best guide to the ! ¥ -1 -1
future and will play in such a manner so as to maximize his A Ii -1 =1 3
expected gain (or to minimize his expected loss). mi -1 2 ~1
This method can best be explained by the following L
example.
Example 25. Find the value and optimal strategies for two players of the rectangular game whose payoff
matrix (for the player A) is given below : [Meerut 2002; Delhi (OR.) 93; Jodhpur M.Sc. (Math) 92]

Solution. In this method, the player A arbitrarily selects any row and places it under the matrix. Here,
select I row arbitrarily. The player B examines this row and chooses a column corresponding to the smallest
number in the row. This is column IIL. Column III is then placed to the right of the matrix. The player A
examines this column and chooses a row corresponding to the largest number in this column. This is row II.
Row II is then added to the first row last chosen and the sum of the two rows is placed beneath the row last
chosen. The player B chooses a column corresponding to the smallest number in the new row and adds this
column to the column last chosen. In the case of a tie (equality of numbers which prevents either player from
being victorious) that row or column must be chosen by a €oin flipping process. But, in this example, in case of
a tie, the player will select the row or column different from his last choice. This procedure may be continued
in the like manner. Ten iterations are shown with-smallest elements in each succeeding row and lardgest
elements in each succeeding column encircled. Approximate strategics after ten iterations are found by
dividing the number of encircled elements in each row or column by total number of iterations. Thus the player
A’s approximate strategy is (5/ 10,2/10,3/10), and the player B’s approXimate strategy 1s
(6710, 2710, 2/10), (Table 9-41)

Table 8:41
B
1 ] m

{71 o -2 @ M E E Qs
32
1 1

-
—
I
—

3 1 0 -1 -2 -3 -4 -5 =-2}210
-1 | - Bl @ 0 o -1 -2 -3 -4]3¥0
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»
'

._.
=
—_-
1
—

U !
DI L

0 e N W BN

—1*

D)

610 210 210

The upper bound for the value of the game can be determined by dividing the largest ciement, 2, in the last
column by the total number of iterations, 10. Likewise, the lower bound can be determined by dividing the
smallest element, — 2, in the last row by the number of iterations, 10. :

Thus,—2/10<v<2/10 or —=1/5<v<1/5.

The approximate solution thus obtained is givenby :

(i} Optimal strategy for player Ais (5/10, 2/10, 3/10)

(i) Optimal strategy for player Bis (6/10, 2/710,2/10)

(iii) The value of the game lies between 1/5 and — 1/5.

Other approximate solutions can aiso be obtained with more iterations.

-0OCCOE0O - -

—_ S e N W = =
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Q. 1. Explain the terative mathod of getting an approximate solulion to a game problem. _
2. Discuss whether the sequence of approximate optimal strategles for the row (column) playsr converges.
3. Show that for a 2.x 2 game with a saddle point, the iterative method leads to the true value of the game.

EXAMINATION PROBLEMS :
1. Obtain an approximate solution by flerative method, 2. Solve the following game approximately :
If possible, find the exact solution also,
8

B
10 2 2 3 -1 0
Al3 0 O Al 5 4 2 -2
o2z 1| 13 8 2
[Ans. (1/4,1/4,1/2),(1/3, 1/3, 1/3), v=1) [Ans, (0, 1/10,9/10), (4710, 0, 0, 6/10), 14/10 € v< 16/10]
3.  Obtain the approximate solution by iterative method of the games given below. If possible, find the exact solution also :
) @ (2 0 0 B ()] 1 3 6.
0 0 4 2 1 3
0 3 0 6 2 1

[Ans. (a) (410, 3710, 3/10), (5710, 2/10, 3/10), 8/10 < v< 12/10.
(b} (5/10, 0, 5/10), (2/10, 7/10, 1/10), 25/10 < v < 29/10]
4.  Find to an accuracy of two piaces of dacimals, the value of the games whose payoff matrices are :

@ (0 2 0 by [1 2 3
0 0 2 4 0 1
2 00 2 50

{Ans.(a) (1/3, 1/3, 1/3),(1/3, 1/3, 1/3), v=067. (b)(5/8, 1/8,2/B), (3/8, 3/8, 2/8),13/B < v« 15/8)
5. Show by the iterative method, that the gams whose payoff matrix is [ _ : - 1 }has a value zero.

9.19. SUMMARY OF METHODS FOR RECTANGULAR GAMES

In order to solve the two-person zero-sum games, we must proceed in the systematic order as follows

Step 1. First of all search for a saddie point. If it is found, the problem is readily solved.

Step 2. 1f no saddle point is found, then use the concept of dominance to reduce the size of the matrix game. If
dominance is found, delete the dominated row(s) and/or column(s). Each matrix thus obtained must
be further checked for dominance.

Step 3. If the size of the reduced matrix become (2 X 2) with no saddle point, it can be solved by arithmetic
and algebraic methods described in Sections 9-13-1 & 9-17.

Stepd. If the size of the reduced matrix becomes (2 X n) or (m x 2}, use graphical method to reduce it to
(2 x 2) matrix and then solve it by arithmetic or algebraic method.

If graphical method is not to be used, the game can still be solved by algebraic method and method of
subgames. All these methods are described in Sections 9-15-4 & 9-17.

Step 5. If the reduced size of the matrix becomes (3 x 3) or higher, then algebraic method, method of
matrices, simplex method of linear programming, or the iterative method of approximate solution can
be used for solving it. These methods are discussed in Seétions 917,916,9-12 & 9-18.

Q. 1. “Game theory provides a sysiematic quantitative approach for analysing competitive situations in which the competitions
make use of logical processes and techniques in order to dstermine an optimal strategy for winning.” Comment.

2. Summarize the systematic methods for solving the rectangular games.

920. BUSINESS APPLICATIONS : BIDDING PROBLEMS

Business problems often involve bidding for contracts, e.g., getting the opportunity for service or bidding for
the rights to get some privileges such as contracts, land, property, licences and concessions, etc. The types of
bidding problems are : (i) Open or Auction bids, (i) Closed bids.

Some sinfple bidding problems can be easily done by the techniques of game theory. Following examples
will illustrate the procedure.
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FLOW CHART FOR SYSTEMATIC APPLICATION

[ Write the payot matrix I

Yas

solution (saddie
point exisls
or got)

- Yas
Use dominance rule to
reduce the size of
matrix game
h
Solve by using Is this
— analytical formula for reducedtoa2x2
mixed strategy game ?
3
Use graphical method Is there Formuiate to solve as
1o reduce the problem a2xnormx2 linear programming
toa2x2game game ? problem
STOP

Example 26. (Open or Auction Bids). Two items of worth Rs. 75 and Rs. 125 are to be auctioned at a
public sale. There are only two bidders A and B. Bidder A has Rs. 100 available and bidder B has Rs. 130
available. What should be their strategies if each bidder is interested in maximizing his own return,

[Meerut (Maths.) 98 BP]

Solution. Let the successive increase of bids be Rs. A. At any bid, each bidder has an option to increase
the bid or to leave the opponents bid stand, Further, let B has bid, Rs. x on the Ist item (of value Rs. 75). Then A
will think as follows : ' _

If bidder A permits B to win the Ist item for Rs. x, then B will have only Rs. (130 - x) for bidding on the
IInd item. Obviously, B cannot bid for the IInd item more than Rs. (130 - x). So, A will surely win the [Ind item
in Rs. (130 — x + A). hence the A’s gain allowing B to win the Istitem for Rs. x, will be

Rs.[125- (130 -x+})] or Rs.ix—A-5]. :

Alternatively, if A bids for Rs. (x + A) for the Istitem and B permits him to win at this bid, the A’s gain will
be Rs. [75 — (x + A)] or Rs. [75 — x = A}, .

Since A wishes to maximize his return, he should bid x + A for the Ist item, subject to the condition
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75—x~-A2x-A-5 or x < 40.
th !'::l‘llerefore, A should bid for the Ist item till x < 40. In case x > 40, he should allow B to win the Ist item for
at bid.

Likewise, B's gains in two alternatives are : Rs. [125 — (100 — y) ~ A]and Rs. [75 ~ (y + A)]
where y denotes the A’s bid for the first item.

So B should bid Rs. (y + A) for the Ist item subject to the condition :

. 75—-(y+A)2125-(100-y)- A or y<25.

Clearly, A will then purchase the Ist item in Rs. 25, because he can increase his bid without any loss upto
Rs. 40, and B will purchase the IInd item in Rs (100 — 25) = 75, because A (after winning the Ist in Rs. 25)
cannot increase his bid for the IInd item more than Rs. 75. Therefore, B will purchase the second item in Rs. 75.
Sothe gaintoAisRs. (75 - 25) =Rs. 50 and to Bis Rs. (125 — 75) = Rs. 50.

Note. In this problem each bidder has an amount less than the total values of the two items. Itis also assumed here that A
knows the amount available with B.

Example 27. (Closed Bids). Two objects of worth Rs. 80 and Rs. 100 are to be bid simultaneously by two
bidders A and B. Both have intention of devoting a total sum of Rs. 100 to the two bids. If each uses a minimax
criterion, find the resulting bids.

Solution. In this pr&blem, bids are closed because they are to be made simultaneously.

Suppose Rs. ) and Rs. a; are the A’s optimum bids for the Ist and IInd object respectively. A's best bids
are those which give the same amount of gain to A on both items. If p denotes the total profit associated with a
successful bid, then ’

2p=(80—-ay)+ (100 —a;) or 2p=180—(a, +ay).
Since both have decided to spend only Rs. 110 for both the bids, (a, + a;) = 110. Therefore,
2p=180-110 or p=Rs. 35

Hence a;=80~p=80-35=Rs.45 and a,=100-p=100-35=Rs. 65.

Thus the optimum bids for A are Rs. 45 and Rs. 65 for the Ist and IInd items, respectively.

Proceeding likewise, B's optimum bids can be determined. The optimum bids for B will be the same as
that of A’s optimum bids,

Q.

What ls game theory 7 Discuss its importance to businass decisions.

What Is game theory 7 Include in your answer various approaches in solving strategies and game values.
Describe the role of ‘theory of games’ for scientific decision making.

“A game refers to a situation of business conflict”, Discuss.

Describe some of the applications of game theory. What are its imitations 7

AR N e

9-21. LIMITATIONS OF GAME THEORY

(Giame theory which was initially received in literature with great enthusiasm as holding promise, has been
found to have a lot of limitations. The major limitations are summarised below :

1. The assumption that the players have the knowledge about their own payoffs and payoffs of others is
rather unrealistic. He can only make a guess of his own and his rivals’ strategies.

2. As the number of players increase in the game, the analysis of the gaming strategies become
increaseingly complex and difficult, In practice, there are many firms in an oligopoly situation and
game theory cannot be very helpful in such situations.

3. The assumptions of maximin and minimax show that the piayers are risk-averse and have complete
knowledge of the strategies. These do not seem practical.

4. Rather than cach player in an oligopoly situation working under uncertain conditions, the players will
allow each other to share the secrets of business in order to work out a collusion, Then the mixed
strategies are not very useful.

However, inspite of its limiations, game theory provides insight into the operations of oligopoly markets.

~ Q. Briefly explain the major limitations of game theory. [JNTU (B. Tech.) 2003; Delhi (M.Com.) 80}
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Q.

1.

2

?:ﬂ?e a saddle point. State and prove the necessary and sufficient condition for & function £(x, ) to possess a saddle
int. '
Lat fbe a function of two variables such then f(x, y)is a real number whenevar xe A and ye B. Suppose that
‘ Max Minf{x, ) and Min  Max. f(x y) both exist, then
xe A ye B yeB xe A
provethat Max Minf(x, )) s Min Max/{x, ¥,
XeA y B yelB xe A
What conclusion is drawn when
Max Minf({x,y) £ Min Max f(x, p),
xe A ye B ye B xe A [Delhl (OR.) 92)
Discuss the saddile vaiue problem and properties of optimal strategies in matrix games. [Dethi (OR.) 95]

o wes

1.

10.

1.

12,

SELF EXAMINATION QUESTIONS
What is a rectangular game ? Define ‘pure strategy’ and 'mixed strategy’ in a gams.
Explain the following terms : (i} pure stratsgy, (i) Mixed strategy, and {iii} Optimal strategles.
Show how to solve a 2 x 2 two-person zero-sum game without any saddie point. Derive the expression for optimal
strategies and the value of game.

Defing mixed strategy and the value of a game in the theory of games. If a constant is added to each slement of the
payoff matrix, determine whether the set of optimal strategles of each player is the same or not. How doas the value of
the game then change ?

Expiain what Is meant by mixed sxtension of a rectangular game.

Define the expectation function in m x n rectangular game betwaen two players. Enumaerate and sxplain {without proof)
the theorem for rectangular games in terms of the saddle pointof the expectation function.

Let vbe the value of a rectangular game with payoff matrix B = (py.
{i) Show that, min py< v< max py and max min pys vs min max py
i i i

{#) For any unilateral deviation from optimal strategios, show that the expected yield will be unfavourable to the player
who deviates from his optimal strategy. :

(ili) 1 one of the players adheres 1o his optimal mixed sirategy, show that the value of the game remains unaltered if the
opponent uses the supporting strategies only, either or in‘'a mixture. -

Given the 2 x 2 payoff matrix[ g 3] Suppose player A adopts the strategy (x, }), while B adopts the strategy (v, V)

where x, y, u, vareall2 0,8t x+y=t+v=1,

{i) Exprass A's expected gain zin terms ofx, y,u, vand a, b, c, d.

(i} Whatls the effect on adding the same constant k to each slement of the payoft matrix ?

{iil) What Is the effact on zof multiplying each alement of payoff matrix by the sama constant k?
{iv) How are the optimal strategies atlected by these operations on payolf matrix.

{a) Show that the 2 X 2 game [ g 3] is non-strictly determinad If,

(a<ba<c d<bandd<c or (iya>b, a>c d>b, d>c.
{b) 1 Gis a px qmatrix game with optimal strategies p and g and the value v, what can you say about the optimal
strategies and the value of the matrix game m@ + nE 7 Prove your result.
Here m> 0, nis a real number and Eis a p x ¢ matrix with ail its glements unity.
Prove that the following two theorems are equivalent.
{i) Inan mx nrectangular game, a saddle point (X , o), X0 € Sm, Yo € Spalways exists such that
EXmsE . WsEX N
where S is the set of rtuples of real non-negative numbers, subjectto the condition that sum of the elements of each
riuplesis unity. ‘
(i) E®, ¥)S E(X, Yo S E(x,¢p where 1 <ism1<jsnand0e Sy, 4j€ Sn
such that one element of the m-tuple 8;is unity and all others are zero, and simitarty for ¢; .
If X = (x} is optimal mixed strategy for A and Y = {y} is optimal mixed strategy for Bin a rectanguiar gama specified by an
mx nmatrix {a;), and Vis the valus of the game, then prove that if E[s;, Y] < V, then x; =0, where g;is the th unit vector
in ndimensions, and E[e;, Y] s the expacted amount receivad by A when he uses the sirategy e;and B uses the
strategy Y.
Let f(x.yy) be real valued function defined for x€ A, ye B, Aand 8beingiwo sets.

Show that max min_ F(x, ) s min_ max f(x, y), provided that both exists. Further
xe A ye B ye B xc A
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show thatif (xo , yo} is a saddle point of £(x, ), then

min_ f{x, N=(X ., Yo = .
b W A R L
‘13. It all the elements of payolf matrix of a game are non-negative and avary column of this matrix has at least one positive
@lement, show that the value of the corresponding gama ig positive.
14. (a) Express a linear programming problem as a matrix game.
{b) Whatis a symmetric game ? Show that the value of a symmetric game is zero and that both players have identical
optimal strategies. . [Dethi {(OR.) 95, 93]
15. “Game theory provides a systemalic quantitative approach for analysing competitive situations in which the competitors
maks use of logical processes and techniques in order 10 detarmine an optimal strategy for winning"” comment.
. [Delhi MBA {Pt) 95]
16. Give the comprehencive explanatior’ of the tarm Game thaory? :
SELF EXAMINATION PROBLEMS

1. The payoff matrix for a 2-person, zerc-sum game Is given : ' : Player A
Stating the criterion you adopt, find the optimal strategios for two playars when I Hom
&, band ¢ are all of the sama sign. What simplifications are effected for the case, | a 0 0
when?a. b and ¢ ara not of the same sign 7 What is the value of the gama in aither PlayerBI) | 0 b 0O
case mfe o c

2. Given the following payofi table ;

{I} Determine the value of th game, if possible. 1 2 a

{ii) Whatlis the minimax criterion for stable games 7 1o -1 2

(i) Whatlsninh\axcdhﬂonforurmbl_egama? 2|4 4 -3

{v) Formulate the problem as a linear programming problem (No derivation of the 3]0 3 -4
problem is required. Just state the objective function, constraints etc.)

3. In a well-known children’s game, each player says ‘stone’ or ‘scissors’ or 'papers’. If one says ‘stone’ and the other
‘scissors’ then the former wins a rupee. Simliarty ‘scissors’ beats ‘paper’ and ‘paper’ baats ‘stone’, L, the player calling the
former word wins a rupee. If the two players name the same #em, then thera is a tis, i.e., there is no payoff. Write down the
payoff matrix and the L.P. problem of eithar of the two players. Find the value of the game and hence write down the optimal
strategies of both players. _ [Delhi (OR.) 90]
[Hint. Let Abe the row player and Bbe the column player. Then the payolf matrix for player Ais : -

Stone Paper Scissors
Stone 0 1 -1
Paper -1 0 1
“Scissors 1 -1 0

4. The following matrix represents the payof to P In a rectangular game : Py
betwean two persons Py and P, : ' 8 15 -4 -2
By the notion of dominance, reduce the game o 2 x 4game and thensolvalt P |19 15 17 16
graphicaily. 0 20 15 5§

[Ans. (0, 15/16, 1/16), (0, 11/16, 0, 5/186), v=245/16.]

5. Consider the following miiitary situation. Side | is interested in bombing two areas, each containing a vast factory
complex of side Il. Howaver, sida | has only one bomber squadron io devote to this, and the entire squadron must be sent
to only one target area in order to be effective. Side Il can defend effectively against such an attack if it can send all of its
available fighters to meet the bomber squadron. However, the two areas are so far apart that these fighters can be
available for defending only one of the areas at any particular time.

It they are not defended by the fighters, the military value of bombing target area Il Is considsred to be 25 imes that of
bombing target area |. Howevaer, if they are defended. the bombers must turn back with heavy losses without reaching
the target. The military value of this loss is considered to be equal in magnitude to the gain if target area | were to be
bombed undefended.

Use game theory to formulate this problem, and to determine the optimal mixed strategy of the respective side according
to the minimax criterion.

6. Two items of value Rs. 100 and Rs. 130 are to be auctioned at a public sale. Only two bidders are interested in these
ltems, Bidder A has Rs 100 avallable and bidder Bhas Rs. 80 available. What should be thelr strategies if aach bidder is
interested in maximizing his own gain.

[Hint. Proceed exactly as soived example]
7. Country A has two Ammuntion stores, one of which is twice as valuable as the other. Bis an atiacker who can destroy an

undefended stora but he can attack any one of them. A knows that 21s about to attack one of the stores but does not
know what should he do 7 Note that A can successtully defand only one store at a time. What should A do to maximize his
retumn ? .

[Ans. A: (1/3,2/3), v=-2/3]
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13.

14,

15.

Union's Strategies

The labour contract between your management and the unicn will terminate in
the near future. A new contract must be negotiated preferably before the old S
one expires. You are a member of a management group charged with selecting 1[20 15 12 35

a strategy for them during the coming negotiations. After a consideration of Cg{:‘ ;t)anys nyas 14 8 10
past experience, the group agrees that feasible strategies for the company and ateges 1140 2 19 5
union are : vl 5 4 11 0O

1. ANl outattack, hard aggressive bargaining.

I. Areasonably logical approach. ill. A legalistic strategy.

IV. An agreeable conciliatory approach.

The payoff table is given here. Find optimal strategy for the company. Determine the worth of your negotiations.

[Ans. Company (17,20, 0, 3/20, 0}, Union (0, 7/20, 13720, 0), v= 261/20 = 13 approx.]

Even through there are several manutactures of Scooters, two firms with brand Minor Maior

name Janata and Praja, control their market in Western India. if both - 0 35’

manufacturers make model changss of the same type for this market segment in Minor

the same year, their respective market shares remain constant. Likewise, if Major | 1 0

neither makes model changes, then also their market shares remain constant.

.ll;hla payoff matrix in tarms of increased/decreased percentage market share under ditferent possible conditions is given
alow : :

Praja
No change Minorchange Majorchange
No change 0 -4 -10
Janata Minor change 3 0 5
Major change 8 1. 0

() Find the value of the game.
(il What change should Janata consider if this information is available only to itself ?

- [Mint. This game has no saddie point. Making use of dominance principle, Competitor

since the first row is dominated by the third one, we delete the first row, | oo

Simiarly, first reduced payoff matrix then becomes : I 8 7 15

A soft drink company calcutated the market share of two products againstits Company [ 20 12 10
compatitor having three products and found out the impact of additional

advertisement in any one of its product against the other. The payoff matrix is

given below :

What Is the best strategy for the company as well as the competitor ? What is the payoff obtained by the company and the

competitot in the lang run ? Use graphical method or inear programming method to obtain the solution.

Two players are each provided with an ace of diamonds and an ace of clubs. Player P is also given the two of diamonds

and player P; , the two of clubs. In the first move, P, shows of his cards and P; ignorent of P's choice, ghows one of his

cards. P, wins if the suits match and P wins if they do not. The amount of payoffis the numerical value of the card shown

by the winner. If both the twos are shown, the payoff is zero.

[Ans. (1/2, 1/2), (1/2,1/2), v=0] _

An enterprising young statistician believes that he has developed a system for winning a popular Lasvegas game. His

colleagues do not believe that this Is possible, so they have made a large bet with him. They bet that, siarting with three

¢hips, he will not have five chips after three plays of the game. Each play of the game invoives betting any desired

number of available chips and then either winning or losing this number of chips, The statlistitian believes that his system

will give him a probability of 2/3 of winning a given play of the game. Assuminghe s correct, determine his optimal policy

regarding how many chips to bet (if any) at each of the three plays of the game. The decision at each play should take

into account the results of earlier ptays. The cbjective is to maximize the probability of winning his betwith his colleagues.

Consider a modified form of “matching biased coins” game problem. The matching player is pald Rs. 8.00 if the two colns

turn both heads and playet is paid Rs. 3 when the two coins do not match. Given the choice of being the matching or

nan-matching player, which one would you choose and what would be your strategy 7

[Ans. (4/15, 11/15), (4/15, 1 1/18), v=—-1/15)

Two firms A and B are competing for an increased markel

shara. To Improve fts market share, both the fims decide to Firm B

employ the following promotional strategles : | B B, B,
(A, B1) = No promotion, (A, B;)= Moderate promotion, A s 20 -10
(Ag, Bs) = Much promotion. The payoff matrix, shown in the  Firma 4, ‘10 6 2

foliowing table, describe the increase in market share for firm

Aand decrease in market share for fim B: _

Determine the aptimal strategies for each firm and the value of the game. [Delhi MBA. (RT). 95]
Two computer manufacturers A and Bare attempting to sell computer systams to two banks 1 and 2. Company Ahas 4
salesmen, company 8has only 3 available. The computer companies must decide upon how many salesmen to assign
to sell on each bank. Thus company A can assign 4 salesmen to assign to bank 1 and none to bank 2 of three to bank 1
and one to bank 2, etc. .
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16.

17.

18.
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Each bank will buy one computer system. The probability that a bank will buy from a particualr computar company is
directly related fo the number of satesmen calling from that company relative 1o total salesmen calling. Thus, if company
A assignes three men to bank 1 and company 8 assigns two men the odds would be three out of five that bank 1 would
purchf:'se company A's computer system. (if none calls from either company the odds are one-half for buying either
computer, -

Let the pay-off be the expected number of computer systems that company A sells. (Then 2 minus this pay-oft is the
expectad number company B sells).

What strategy would company A use in allocating its salesmen 7 What strategy should company Buse 7 What is the
value of the game to company A ? What is the meaning of the value of the gamae in this problem 7

[Delhi (MBA) April 85]
{Ans. The payoff matrix for company A : :
Company B

B, B By B,
Ay 1/2 0 0 0

Ay 1 172 1/3 1/4

Company A4 . 1 2/3 274 25

Aq 1 5 3/5 3/6

A |1 4/5 4/6 4/7

Optimum strategy for Ais As and for Bis By,

Value of the game = 4.7, i.e., prob. of success for Ais 4/7 or §1% supply.

Assuma that two firms are competing for market share for a particular product. Each firm is considaring what promotional
strategy to employ for the coming period. Assume that the following pay-off matrix describes the increase in market

share of Firm A and the decrease in market shara for Firm 8, Determine the optimum strategies for each firm.

Firm B
No promotion Moderate Much
promotion promotion
No promotion 5 0 - 10
Firm A Moderate promotion 10 6 2
Much promotion 20 15 10

(i) Which firm would be winner, in terms of market shara ?  _

(i) Would the solution strategies necessarily maximize profits for either of the firms 7
(iil) What might the two firms do to maximize their profits ?

[Ans. Optimum strategy for both A and Bis much promotive ? Value of game = 10].

[Delhi (M.B.A.) Nov. 97

(a) Solve the following 2-person, zero-sum game : :
: Player 8
By 8 B
Al 10 5 7
Player A A 5 7 5
A 7 6 7. [Delhi (M. Com.) 98]

(b) The pay-off matrix for a two person zero-sum game Is given below. Find the best strategy for each player and the
value of the gama.

Player B
B, B 8 By 5
_ Al -2 0 0 5 3
Player A A 3 3 ] 2 2
Al -4 -3 0o -2 6
Ay 5 3 -4 2 -8

Two leading firns (firm A and firm B), for year's have been selling suitings, which is but a émll part of both firm's total

sales. The Marketing Director of firm A raisad the question. “What should his firm's strategies be in terms of advertising

for the product in question ?* The systems group of the firm A developed the following data for varying degreas of

advertising :

(i} Noadvertising, medium advertising and large advertising for both firms will resultin equal market share.

(i) Firm Awithno advartising : 40 par cent of the market with medium advertising by firm Band 28 per cent of the market
with large advertising by firm B.

(iii} Firm A using medium advertising : 70 per cent of the market with no advertising by the firm B and 45 per cent of the
market with large advertising by firm B. .

{iv) Firm A using large advertising : 75 per cent of the market with no advertising by firm &.

Based upon the above information, answer the marketing director's question. [Sadar Patel (M.B.A.) 97]
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Soive the following game :
' Player B
i i ] v v vi
1] 4 2 0 2 1 1
2| 4 3 1 3 2
payera 213 3 7 3 1 %
491 4 3 4 -1 2 2
5] 4 3 3 -2 2 2

. [Gujarat {M.B.A.) 97]
[Hint. Game has no saddle point. Use principle of dominance.

Ans. S, = [0,6/7,1/7,0,0,  Sg = [0,0,4/7,3/7,0,0), v =13/7]

Two leading firms A and B are planning to make fund allocation for advertising their product. The matrix given below
shows the percentage of market shares of firm A and Bfor their various advertising policies :

Firm B
Noadventising Medium advertising Heavy
advertising

No advertising 60 50 40

Firm A Medium advertising 70 70 50

Heavy advertising 80 60 75
Find the optimum stratagles for the two firms and the expected outcome when both the firms follow their optimum
strategies. [H.P. (M.B.A.} Jan. 99]

70 50

[Hint. No saddte point. Use dominance. Solve the 2 x 2 game 60 75

Obtain the optimum strategies for both the firms for the adjoining pay-off matrix :
Firm B .

16 12 15
[Hint. No saddle point. Use dominance.
Ans. Sx = [0, 3/7,4/7), Sg = [0,5/7,2/7), v = 90/7]}
Assume that two firms are competing for market share for a particular product. Each firm is considering what promotional
strategy o employ for the coming period. Assume that the following pay-off matrix describes the increase In market
shara for for Firm A and the decrease in market share for Firm 8. Determine the optimum strategies for each firm.

12 10 8
Firm A} 14 14 10
[A..M.A. {P.G. Dip. in Management), Dec. 96]

Firm B
No Moderate  Much
promotion promotion promotion
No promotion 5 0 -10
Firm A  Moderate promotion 10 6 2
Much promotion 20 15 10

(i) Which firm would be the winner, in terms of market share ? ‘
(il) Wouild the solution strategies necessarily maximize profits for either of the firms ? [Delhl {(M.B.A.} April 98]

Two candidates, X and Y, are compating for the councillor's seat in a city municipal corporation, and X is attempting to
incraasa his total votes at the expense of Y. The strategies available to each candidate involve personal contacts,
newspaper insertions/speeches or television appearance/advertising. The increase in votes available to X given various
combinations of stratagies are givan bolow. {Assuma that this is a zerc-sum gams, i.e., any gain of Xis equal to the votes
lost by Y). Determine the optimum strategies that should be adopted by X during his election compaign. How many
votes should X gain by the following optimum strategy ?

Personal contacts Newspapers Television
Parsonal contacts 30,000 20,000 10,000
X Newspapers 60,000 50,000 25,000
Television 20,000 40,000 30,000 [Delhi (M.B.A.) Dec. 95)

Two separata firms (A and B) have for years been selling a competing product which forms a part of both firm's total
sales. The marketing exacutive of firm A raised the question. “what should be the firm's strategies in terms of advertising
for the product in question.” The market research team of firm A daveloped the following data for varying degrees of
advertising : '

() No advertising, medium advertising, and large advertising for both firms will result in equal market shares.

(i) Firm A with no advertising : 40% of the market with medium advertising by firm 8 and 28% of the market with large
advertising by frm B.
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(ili} Firm A using medium advertising : 70% of market with no adventising by firm £ and 45% of the market with large
advertising by firm 8. ‘
{iv} Firm A using large advertising : 75% of tha market with no advertising by finn Band 47.5% of the market with medium
advertising by firm B.
(a) Based upon the foregoing information, answer the marketing axecutive's question.
[Dethi (M.B.A.) Dec. 95; March 99]

(b) What advertising policy should firm A pursue when consideration is given to the above factors : selling price, Rs.
4-00 per unit; variable cost of product, Rs. 2-50 per unit; annual volurme of 30,000 units for firm A ; cost of annual
medium advertising Rs. 5,000 and cost of annual large advertising Rs. 15,000 ? What contribution, before other
fixed costs, is avaialble to the firm ? [A.LM.A, (P.G. dip. in Management), 97]

A soft drink company calculated the market share of two products against its major competitor having three products and
found out the impact of additional advertismantin any ona of its products against the other.

Competitor B

B B By
AT 6 7 15
Company A ) [ 20 12 10 ]

What is the best strategy for the company as well as the competitor ? What is the pay-off obtained by the company and
tha compatitor in the long run ? Use graphical method to obtain the solution. [Delhi {M.B.A.) April 98}
[Ans. Company A = [2/3, 1/8, 0], Competitor B = {7/12,5/12], v = 1/3]

Firm X is fighting for its lifé against tha determination of firm Y to drive it out of the industry. Firm X has the choice of
increasing price, leaving it unchanged, ortowering it. Firm Y has the same three options. Firm X's gross sales in the event
of each of the pairs of choices are shown below : .

Firm Y's pricing strategies

Increase price Do not change Reduce price
Firm X’s Increase price 90 80 1o
pricing Do not change 110 100 %0
strategies Reduce price 120 70 80

Assuming firm X as the miximizing one, formulae the problem as a linear programming problaem.
[Osmania (M.B.A.) Nov. 96)

{Ans, Player A : (3/8, 13724, 1/12), Player B: (7/24,5/9, 11/22), v=91/24].
In Zero-sum two person children's game of stone, paper and sclssors, both players simultaneously call out stone, paper
or scissors. The eombination of paper and stone Is a win of one unit for player calling paper (paper covers stona); stone
and scissors is a win for stone (stone breaks scissors), and scissors and papar is a win for scissors (scissors cut paper).
A call of the samae item represents no pay-off. Write the pay-off matrix and the equivalent linear pregramign problem to
the above game. Find the optimum strategy for both the players and the value of the gama.

[A.L.M.A. (P.G. Dip. in Management), Dec. 95]

In & town, there are only two discount stores ABC ang XYZ . Both storas run annual pre-diwali sales during the first week of
October. Salas are advertised through tocal newspapers with the aid of an advertising firm. ABC stores constructed following
pay-offin units of Rs. 1,00,000. Find the optimum strategies for both stores and the value of the game ;

Strategies of XYZ
1 2 3
StrategiesofaBc 3| ! -2}
3|-t -2 3 (Bombay (M.M.S.) 95]

Determine the saddle-point solution, the associated pure strategies and the value of the game whose pay-off matrix is
given below :
B, - B; B3 By
Ay 4 . -4 -5 6
Az -3 -4 -9 -2
Ay 6 7 -8 -9
Ag 6 3 -9 5 [Mearut (MCA i1} 2000]
Solve the game approximately : : " ul
I -1 2 1
A w1 -2 2
mi- 3 4 -3 } [Meerut 2002]

Use dominance principle to simplify the rectangular game with the following payoff matrix and then solve graphically.
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Player B
1 I 1] v
1 18 4 6 4
Player A 2 6 2 13 7
3 11 5 17 3
4 7 6 12 2
[AIMS (MBA) 2002]
32. (a) Use the Dominance principle and solve the game ;
: B
1 2 3
I 1 -3 -2 .
A 0 -4 2
it -5 2 3
[VTU 2003]
(b} Solve the following game using graphical method.
B
1 2 3
[ 3 -1 0
A 1
m 2 1 —1
[VTU 2003]
MODEL OBJECTIVE QUESTIONS
1. Two-person zero-sum gams means thaf the
(a) sum of lossés to one player equals the sum of gains to other.
(b} sum of losses to one player is not equat to the sum of gains to other.
{c) both (a) and (b). {d) none of the above.
2. Game theory models are classified by the
{a} number-of players. {b) sum of all payoﬁs. (c) number of strategies. (d) all of the above.
3. Agameis said to be fair, if
{a) both upper and lowsr values of the game are same and zero.
(b) upper and lower values of the game are not equal.
(c) upper value is more than fower valus of the game.
(d) none of the abova.
4, What happens when maximin and minimax values of the game are same?
{a) No solution exists. {b) Sotution is mixed. - {¢) Saddle point exists. {d) None of the above.
5. Amixed stratagy game can be soived by :
(a) algebraic method. {b) matrix method. (c) graphicat method. {d) all of the above.
6. The size of tha payoff matrix of a game can be reduced by using the principle of
{a) game invarsion. (b} rotation reduction. (c}dominance. (d) game lranspose
7. The payoff valua for which each player in a game always selscts the same strategy is called the
(a) saddle point, {b} equilibrium point. (c) both (a) and (b}). (d} none of the above
8. Games which involve more than two players are calied )
(a) conflicting games. {b) negotiable games. {c) n-parsonh games. (d) ali of the above.
9. When the sum of gains of one player is equal to the sum of losses to another player in & game, this situation is known as
(a) biased game. {b) zero-sum gams. {c) fair game. {dyall of the above.
10. When no saddie point is found in a payoff matrix of a game, the value of the game is then found by
{a) knowing joint probabilities of each row and column combination o calculate expected payeoff for that combination
and adding all such values.
{b) reducing size of the game 1o apply algebraic method.
{c) both (a) and (b}. (d) none of the above.
Answers
1.{c) 2. (d) 3.{(a) 4. (c) 5.(d) . 8.{(c) 7.(c) 8. (c) 9. (b)
10. (c) .

L L
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QUEUEING SYSTEMS
(Waiting Line Models)

10.1. INTRODUCTION

In everyday life, it is seen that a number of people arrive at a cinema ticket window. If the people arrive “too
frequently” they will have to wait for getting their tickets or sometimes do without it. Under such circumstances,
the only alternative is to form a queue, called the waiting line, in order to maintain a proper discipline.
Occasionally, it also happens that the person issuing tickets will have to wait, (i.e. remains idle), until
additional people arrive. Here the arriving people are called the customers and the person issuing the tickets is
called aserver,

Another example is represented by letters arriving at a typist’s desk. Again, the letters represent the
customers and the typist represents the server. A third example is illustrated by a machine breakdown
situation. A broken machine represents a customer calling for the service of a repairman. These examples
show that the term customer may be interpreted in various number of ways. It is also noticed that a service
may be performed either by moving the server to the customer or the customer to the server.

Thus, it is concluded that waiting lines are not only the lines of human bejngs but also the aeroplanes
seeking to land at busy airport, ships to be unloaded, machine parts to be assembled, cars waiting for traffic
lights to tumm green, customers waiting for attention in a shop or supermarket, calls arriving at a telephone
switch-board, jobs waiting for :

processing by a computer, or
anything else that require work
done on and for it are also the —
examples of costly and critical — —
delay situations. Further, it is also
ue

observed that arriving units may ~ Armivals Que Service points Exit from
form one line and be serviced system
through only one station (as in a

doctor’s clinic), may form one line  Fig. 10.1 (a). Queueing system with single queue and singles service station,
and be served through several
stations (as in a barber shop), may
form several lines and be served
through as many stations (e.g. at

check out counters of supermarket).
Servers may be in parallel or in
series. When in parallel, the arriving
customers may form a single queue
queues in front of each server as is  Armrivals Queue

as shown in Fig. 10.1 or individual

common in big post-offices.
Service times may be constant or _ —
variable and customers may be Service points

served singly or in batches (like
passengers boarding a bus). Fig. 10.1 {b). Queueing system with single queue and several service stations.




